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 A B S T R A C T

This paper proposed Comic-Shelf (CS) vectors, which convolve the co-occurrence of comic titles on the 
bookshelves ordered by ranking, as a method for modeling sensibilities toward comic titles. By extracting 
semantic relationships from the orderings based on readers’ subjective evaluations and representing them 
as numerical vectors, we aim to establish a new information representation that reflects user sensibilities. 
In vector mapping analysis, it was revealed that the comic vectors of titles stored on the same bookshelf 
were plotted relatively close to one another. Assuming that the affection toward titles included on the same 
bookshelf is similar, it was inferred that higher vector similarity corresponds to comics that are closer in 
human affection. Furthermore, it was demonstrated that not only similarities between individual titles but also 
similarities between bookshelf themes could be visually captured. In a mock recommendation, we investigated 
whether CS vectors could select titles that aligned with participants’ preferences. The results showed that using 
CS vectors allowed for the selection of comics that better aligned with participants’ preferences compared to 
other methods, demonstrating the effectiveness of the CS vectors.
1. Introduction

With the rise of digitization, a vast number of comic titles are 
now distributed online, making comics a major form of entertainment 
in contemporary society. Comics have increasingly been adapted into 
other media such as anime, films, and games, leading to a greater diver-
sity in how people enjoy and engage with these titles. This expansion 
of titles and the growing opportunities for interaction have diversified 
the ways in which users encounter and experience comics. Even for the 
same title, differences in how it is perceived and evaluated can arise 
depending on the medium through which a user first encountered it 
or the context in which it was experienced. In this way, when users 
perceive the same title differently, conventional search and recom-
mendation systems based on standardized information (e.g., genre and 
author name) may struggle to match users with titles that align with 
their preferences effectively. Therefore, more flexible recommendation 
methods that reflect each user’s individual sensibility and experience 
are increasingly needed.

To enable information access based on affection, it is necessary to 
model users’ sensibilities toward comic titles. In the field of music 
information processing, methods for music retrieval reflecting user 
sensibilities are proposed by utilizing features derived from playlists, 
which are the result of users’ listening experiences [1–3]. Inspired by 
this, we consider that it would be possible to acquire a computational 
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representation of relationships between titles if we collect and analyze 
groups of comic titles organized according to readers’ sensibilities. This 
paper focuses on bookshelves as groups of titles organized based on 
readers’ sensibilities.

A bookshelf contains some lists displaying the owner’s favorite 
comic titles. In digital comic readers like applications on smartphones, 
favorite comics are in alphabetical order or by read/unread status, 
though they look like basic bookshelves. This enables users to manage 
and access titles of interest easily. On the other hand, users can visually 
express their preferences if they have a function to arrange titles 
based on subjective evaluation criteria, such as ranking for an arbitrary 
theme; arranging a bookshelf as their own favorite can be regarded 
as an active entertainment. Furthermore, in a bookshelf ordered by 
ranking, titles that are placed close together are likely to have semantic 
relevance in accordance with the theme of the ranking. This structure, 
where semantically related items are placed in sequence, is based on a 
basic idea of word vectorization [4–6].

In this paper, we propose Comic-Shelf (CS) vectors, which convolve 
the co-occurrence of comic titles on the bookshelves ordered by rank-
ing, as a method for modeling sensibilities toward comic titles. In this 
paper, we model human affection toward comics using bookshelf data 
obtained from ComicFaves [7]. Fig.  1 shows an example of a bookshelf 
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Fig. 1. An example of a bookshelf in ComicFaves. Each bookshelf includes five titles, arranged from left to right in a ranking order from 1st to 5th as determined by the bookshelf 
owner. The images in the figure are captured from Google Books APIs.
created in ComicFaves. Each bookshelf includes five titles, arranged 
from left to right in ranking order from 1st to 5th as determined by the 
bookshelf owner reflecting their affections. By extracting semantic re-
lationships from the orderings based on readers’ subjective evaluations 
and representing them as numerical vectors, we aim to establish a new 
information representation that reflects user sensibilities. Furthermore, 
we conduct a mock recommendation using the CS vectors and verify 
the effectiveness of the proposed method. From this perspective, this 
paper’s contribution lies in proposing a mathematical model to capture 
the co-occurrence of comics in digital bookshelves and the application 
of the arrangement in the bookshelves to obtain the user’s affection 
toward comic titles.

2. Related work

This study involves experiential aspects of entertainment. In this 
paper, we model users’ preferences toward comic titles using bookshelf 
data, which can be regarded as the result of active entertainment [8]. 
Other active entertainments include creating music playlists [9] and 
fan-talking [10,11] through social media. Existing research in enter-
tainment computing explored personal music recommendations using 
playlists [12] and proposed methods that support visual information 
acquisition by representing fan-talking in cartoon formats [13]. These 
studies consistently show that entertainment results serve as valuable 
information sources reflecting user preferences. This also suggests that 
bookshelf creation is an active form of entertainment. We examine 
whether bookshelves created through user enjoyment serve as academ-
ically valuable sources of information regarding human affection.

Some computational approaches try to reveal affection toward 
comics. Imaizumi et al. tried to model comics based on affection; 
they examined a method to computationally evaluate stories by using 
appearance rate series that represent the activity tendencies of charac-
ters [14]. Other existing studies evaluated comics focusing on the ar-
rangement of panels [15,16], art styles [17,18], and onomatopoeias [19,
20]. These studies mainly evaluated individual comic titles based on 
the content information. However, comic titles often branch out into 
other media, such as films or anime, and differences in how people 
are introduced to or experience these titles can lead to significant 
variations in their evaluations [21]. Accordingly, it is challenging to 
comparatively evaluate titles against other titles based on the content 
information of comics. In this paper, we aim to evaluate the relative 
standing of favorite comics by focusing on their arrangement of order 
without dealing with content information. This will make it possible to 
analyze the relationships between comics, e.g., whether the impressions 
2 
of comics in close proximity on the bookshelf are similar. The analysis 
could not be realized by conventional evaluation methods.

This paper considers bookshelves as lists of comics, and list struc-
tures have been widely studied as an important approach in informa-
tion processing within the multimedia field. For example, some studies 
have conceptualized consecutive panels in comics as lists and examined 
how the characteristics of the panels influence scene perception [22,
23]. Additionally, Wang et al. focused on how panel lists visually 
represent story progression and explored story summarization by con-
verting a film story into a comic style [24]. These studies suggested that 
visually adjacent items might influence human subjective evaluations 
of an item. Applying this perspective to bookshelves suggests that comic 
titles placed next to each other on a bookshelf may share common 
impressions or affection. Vectors derived by convolving co-occurrence 
on bookshelves are suggested to be effective for modeling human 
affection toward comic titles.

3. ComicFaves

In this paper, we use bookshelf data obtained from ComicFaves [7]. 
In ComicFaves, users are able to create their bookshelves according 
to an arbitrary theme. By accumulating bookshelf data, we are able 
to construct a dataset that focuses not on content information like 
Manga109 [25,26] but on how readers perceive comics.

3.1. System overview

Fig.  1 shows the user interface of ComicFaves. Users can sort the 
comics registered on the bookshelf by dragging and dropping the slots 
to reflect their preferences. Comic titles are registered through a search 
function that utilizes the Google Books API provided by Google. When 
a bookshelf is completed, the following information is recorded in the 
database:

• shelf_id: Bookshelf ID
• user_id: User ID
• theme: Theme of the bookshelf
• comics: Array of registered comic information

– comic_id: Comic ID
– title: Title of the comic
– author: Author name
– description: Synopsis
– image: Image URL
– rank: Ranking (based on the user’s arrangement)

By aggregating these records, we constructed the bookshelf dataset.
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Fig. 2. Overview of the modeling method for comics using co-occurrence.
3.2. Collected bookshelf dataset

In our preliminary study using ComicFaves, 32 participants each 
created six themed bookshelves, resulting in 192 bookshelves in total 
(32 Œ 6) and 960 ranked comic titles. Each bookshelf contained five 
titles, arranged in order from 1st to 5th. We set the themes as genres 
and affective keywords. We adopted three genres: ‘‘Gag,’’ ‘‘Battle’’ and 
‘‘Romantic comedy,’’ and three affective keywords: ‘‘Thrilling,’’ ‘‘Deeply 
emotional’’ and ‘‘Heartwarming.’’

By analyzing the rankings of each comic title, we confirmed that 
focusing on the ranking made it possible to understand how each title 
was perceived by readers. For example, ‘‘Jujutsu Kaisen’’ appeared in 
12 out of 32 participants’ Battle bookshelves, but none of them ranked 
it as their top title. This suggests that while ‘‘Jujutsu Kaisen’’ was 
widely recognized and selected by many users, it is not necessarily 
rated as the most outstanding title by any individual. The limitation on 
the number of titles in each bookshelf may affect the analysis results 
and the interpretation of relationships between titles. The appropriate 
settings for ComicFaves, considering efficiency and user-friendliness, 
will be studied in our future work.

Furthermore, we compared the distribution of registered comic titles 
for genre themes and for affective keywords. The average number of 
titles identified in bookshelves for genre themes was 80, while the 
average in those for affective keywords was 108. We consider that 
affective keywords result in a wider diversity of selected comic titles 
because affective keywords might be polysemous and abstract. This 
result suggested that analyzing bookshelves for affective keywords 
could potentially be applied to user profiling and recommendation 
systems based on individual sensibilities. Based on these discussions, 
we set these trial settings in this paper.

4. Proposed idea: Comic-Shelf vector

The proposed method represents affection toward comic titles by 
vectors convolving the co-occurrence of titles on bookshelves. The 
vector created by this method is defined as the ‘‘Comic-Shelf (CS) 
vector’’. Fig.  2 shows the overview of the proposed method. To quantify 
the co-occurrence, co-occurrence matrices are derived with bookshelf 
data that records how titles are arranged on bookshelves. The bookshelf 
data is based on data from ComicFaves. Dimensionality reduction is 
applied to the co-occurrence matrices to generate vectors for each title.

We derive co-occurrence matrices, which are matrices that either 
exclude the physical distance between titles or reflect it as a weight. 
The physical distance between titles on a bookshelf may reflect the 
preferences of the bookshelf owner, and titles placed closer to each 
other are likely to reflect more similar preferences of the bookshelf 
owner. We derive CS vectors from each co-occurrence matrix and 
conduct the experiment to investigate which better represents affection 
toward titles: the vectors that reflect physical distance or those that 
do not. On the bookshelf data from ComicFaves, titles are arranged in 
order of preference, as indicated by their ranking. We derive a matrix 
that excludes ranking differences and a weighted matrix reflecting them 
as weights.
3 
The unweighted co-occurrence matrix is derived using the number 
of times each pair of titles is included on the same bookshelf. The 
dimension of this matrix is 𝑁 ∗ 𝑁 , where 𝑁 is the total number of 
unique comic titles in ComicFaves. Each element of the matrix indicates 
the number of bookshelves in which the titles are included together.

The weighted co-occurrence matrix is derived using the ranking 
differences of titles included on the same bookshelf. The dimension 
is also 𝑁 ∗ 𝑁 , and each element is calculated using the rankings 
of the titles. The number of bookshelves in which comics 𝐴 and 𝐵
are included together is denoted as 𝐾. The rankings of 𝐴 and 𝐵 on 
bookshelf 𝑘 are denoted as 𝑟𝑎𝑛𝑘𝑘(𝐴) and 𝑟𝑎𝑛𝑘𝑘(𝐵), respectively. The 
element corresponding to the pair of 𝐴 and 𝐵 is calculated as in the 
following Eq. (1). 

𝑤(𝐴,𝐵) =
𝐾
∑

𝑘=1

(

5 − |𝑟𝑎𝑛𝑘𝑘(𝐴) − 𝑟𝑎𝑛𝑘𝑘(𝐵)|
)

. (1)

Since each bookshelf in ComicFaves includes five comics in the cur-
rent version, we set the constant five to ensure positive weights even 
when the ranking difference is a maximum of four. Additionally, by 
using a simple constant multiplication of ranking differences, we can 
reflect bookshelf owners’ evaluation order linearly and intuitively in 
the weights. This function enables us to express relationships between 
titles more strongly when placed in adjacent rankings and more weakly 
when their rankings are far apart.

To derive CS vectors for each title, Principal Component Analysis 
(PCA) [27] is applied to each co-occurrence matrix. During this process, 
the dimensionality is adjusted so that the cumulative contribution rate 
of the principal components reaches 0.8, ensuring that important infor-
mation is preserved while reducing dimensions. This method allows us 
to quantitatively compare titles based on the distance and direction of 
their vectors.

5. Vector mapping analysis

We mapped the CS vectors of all titles on the bookshelves in 
ComicFaves to investigate what features can be extracted. Additionally, 
we compared vectors that reflect rankings with those that do not 
to clarify how rankings affect the representation of affection toward 
comics. Each bookshelf is based on one of the following themes:‘‘Gag’’, 
‘‘Battle’’, ‘‘Romantic comedy’’, ‘‘Thrilling’’, ‘‘Deeply emotional’’ and 
‘‘Heartwarming’’. Each bookshelf includes five titles, ranked from 1st 
to 5th according to the bookshelf owners’ preferences. In the mapping 
analysis, we derived the similarity matrix by evaluating the vector 
similarity for all pairs of titles and then applied Multidimensional 
Scaling (MDS) [28] to position the vectors in a two-dimensional space. 
Then, we can obtain the map, enabling us to understand the overall 
similarity between vectors visually. We calculated vector similarity 
using cosine similarity.

Fig.  3 shows the mapping results for CS vectors on the bookshelves 
in ComicFaves. Fig.  3(a) shows the mapping result for vectors that do 
not reflect rankings, while Fig.  3(b) shows the one that reflects rank-
ings. Each plot represents a title, and the color of the plot represents 
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Fig. 3. The mapping results for the Comic-Shelf vectors on the bookshelves in ComicFaves. Each plot represents a title, and the color of the plot represents the theme of the 
bookshelf where the title was included. ‘‘The Quintessential Quintuplets’’ and when these titles’ plots are highlighted.
the theme of the bookshelf where the title was included. Although some 
titles appear in multiple themes, the plot color corresponds to the most 
frequent theme, which is considered the most relevant. For example, 
the color of the plot for a title included on two bookshelves for ‘‘Battle’’ 
and four bookshelves for ‘‘Thrilling’’ is orange, representing ‘‘Thrilling.’’

In both results, titles on the same bookshelf were plotted relatively 
close to each other. For example, there were 22 titles included on 
the same bookshelf as ‘‘The Quintessential Quintuplets,’’ and when 
these titles’ plots are highlighted, they appear near the plot for ‘‘The 
Quintessential Quintuplets.’’ Assuming that titles on the same book-
shelf reflect similar preferences, higher vector similarity could indicate 
that the titles themselves are more similar in subjective human affec-
tive perception. In addition to individual titles, similarities between 
themes were also visualized. For instance, ‘‘Battle’’ appeared closer to 
‘‘Thrilling’’ and farther from ‘‘Romantic comedy’’.
4 
Similar results were observed in the overall analysis for both map-
pings, but differing results were observed in the detailed analysis. We 
investigated the most similar title for each title’s vector. As a result, 
185 out of the 412 titles had different most similar titles depending on 
whether the vector reflected rankings. For example, a pair of ‘‘Re:Zero 
- Starting Life in Another World -’’ and ‘‘Mouryou Shoujo,’’ which were 
the most similar titles when using the unweighted vector, was ranked 
33rd in similarity when using the weighted vector.

6. Experiment

We conducted a mock recommendation to evaluate whether CS 
vectors can represent users emotional preferences. If CS vectors appro-
priately model human affection, comic titles with similar CS vectors 
may also be perceived as emotionally similar by humans. To verify this 
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Fig. 4. The overview of comic selection using the CS vectors.
hypothesis, we selected comic titles with similar vectors to those on the 
user’s bookshelf, and asked the bookshelf owners to evaluate whether 
the selected comic titles aligned with their preferences. Based on the 
evaluation results, we investigated whether CS vectors appropriately 
reflect human affection as a model. Additionally, we performed a 
comparative evaluation with existing methods. When applying this 
approach to actual recommendations, the cold start problem is expected 
to occur due to insufficient information about new titles. To address 
this problem, it can be reasonable to take approaches such as deriving 
temporary vectors based on content similarity [29,30]. This experiment 
involved 21 participants who created bookshelves in ComicFaves.

The experimental procedure is as follows:

1. Using each bookshelf, select five titles for each method, includ-
ing the one using CS vectors and the comparative methods.

2. Ask participants to evaluate whether the titles selected in Step 1 
comply with their preferences.

3. From the results in Step 2, assess how well each method selects 
titles that comply with the participants’ preferences.

6.1. Methods

In Step 1, we used each bookshelf to select five titles for each 
method, including the one using CS vectors and the comparative meth-
ods, which were estimated to be similarly preferred by the participants 
as the titles on the bookshelf. For the comparative methods, we applied 
a method using collaborative filtering and another using the summary 
of comics.

6.1.1. Methods using Comic-Shelf vectors: default and weighted
Fig.  4 shows the overview of comic selection using CS vectors. In the 

method using the CS vectors, the average vector of comic titles on the 
bookshelf (bookshelf vector) was applied as information indicating the 
overall tendency of affection based on those comic titles. We selected 
the top five comic titles with the highest similarity to the bookshelf vec-
tor by comparing them with the vectors of comic titles not included on 
the bookshelf. CS vectors represent the distributional tendencies of co-
occurrence among comic titles, so we use cosine similarity to compute 
the similarity between vectors. Cosine similarity evaluates similarity 
based on the angle between vectors, which enables comparison of co-
occurrence patterns while normalizing biases caused by differences in 
frequency.

From the vector mapping results, it was confirmed that the most 
similar pairs of titles differ between vectors that do not reflect rank-
ings and those that do. To clarify how ranking weights influence the 
5 
vectors modeling affection toward titles, we conducted selections using 
both unweighted vectors and weighted vectors. The method using 
unweighted vectors is defined as ‘‘CS vector default,’’ and the method 
using weighted vectors is defined as ‘‘CS vector weighted.’’

6.1.2. Comparative methods: collaborative filtering and summary of comics
The method using collaborative filtering compares the arrangement 

of titles in the participant’s bookshelf with other bookshelves [31]. Fig. 
5 shows the overview of comic selection using collaborative filtering. 
Bookshelves with similar arrangements of titles are considered to be 
close to the participant’s preferences, and five titles not included on 
the participant’s bookshelf are randomly selected from the top five 
bookshelves with the highest similarity. Each title only has information 
about which bookshelf it was included on and its ranking on that 
bookshelf, but it does not have information about co-occurrence with 
other titles. This method is defined as ‘‘Collaborative based.’’

Fig.  6 shows the overview of comic selection based on the summary 
of comics. All summaries were vectorized with BERT in the method 
using title summaries, and titles estimated to comply closely with 
the participants’ preferences were selected by comparing the summary 
vectors of titles on the bookshelf with those of other titles. Specifically, 
we compared the average vector of summary vectors for titles on 
the bookshelf with the summary vectors of titles not included on the 
bookshelf, and we selected the top five most similar titles. Since all 
summaries are in Japanese, we used the Tohoku University version 
of bert-base-japanese, which is specialized for Japanese data. Vector 
similarity was calculated using cosine similarity. This method is defined 
as ‘‘BERT based.’’

6.2. Evaluation procedures

In Step 2, participants evaluated whether the titles selected in Step 
1 complied with their preferences. Participants evaluated all selected 
titles they had already read, indicating whether they complied with 
their preferences by choosing ‘‘Yes’’ or ‘‘No.’’ Since each participant cre-
ated bookshelves for six themes (‘‘Gag,’’ ‘‘Battle,’’ ‘‘Romantic comedy,’’ 
‘‘Thrilling,’’ ‘‘Deeply emotional’’ and ‘‘Heartwarming’’), they evaluated 
whether the selected titles for each bookshelf complied with their 
preferences.

From the evaluation results in Step 2, we evaluated how well each 
method selected titles that complied with the participants’ preferences 
using precision in Step 3. This metric represents the proportion of titles 
selected by a method that complied with the participants’ preferences, 
ranging from a minimum of 0 to a maximum of 1.
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Fig. 5. The overview of comic selection using collaborative filtering.

Fig. 6. The overview of comic selection based on the summary of comics.
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Table 1
The result of selecting titles for each participant by each method. Each value represents 
the precision obtained for each participant by each method. 
 Participant
ID

CS vector
default

CS vector
weighted

Collaborative
based

BERT
based

 

 1 0.47 0.50 0.03 0.17  
 2 0.10 0.20 0.33 0.63  
 3 0.23 0.17 0.03 0.10  
 4 0.60 0.67 0.10 0.27  
 5 0.23 0.07 0.07 0.03  
 6 0.23 0.30 0.07 0.10  
 7 0.33 0.40 0.10 0.03  
 8 0.97 0.97 0.10 0.00  
 9 0.37 0.43 0.60 0.03  
 10 0.37 0.53 0.23 0.17  
 11 0.40 0.37 0.47 0.40  
 12 0.20 0.27 0.20 0.07  
 13 0.33 0.27 0.23 0.03  
 14 0.60 0.67 0.63 0.63  
 15 0.17 0.03 0.00 0.00  
 16 0.23 0.27 0.33 0.23  
 17 0.33 0.43 0.37 0.33  
 18 0.53 0.57 0.33 0.00  
 19 0.13 0.17 0.23 0.23  
 20 0.33 0.27 0.10 0.17  
 21 0.37 0.40 0.13 0.23  
 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 0.36 0.38 0.22 0.18  

6.3. Results and discussions

Table  1 shows how well the titles selected by each method complied 
with the preferences of each participant. Each value in Table  1 repre-
sents the precision obtained for each participant by each method, with 
the bottom row indicating the average precision across all methods. 
From Table  1, it can be observed that for 16 out of 21 participants, 
‘‘CS vector default’’ and ‘‘CS vector weighted’’ achieved higher precision 
compared to the comparative methods. As a result, we have found that 
it is possible to use CS vectors to select titles that better comply with 
participants’ preferences than other methods. Although only previously 
read titles were evaluated in this experiment, the result suggested that 
unread titles with vectors similar to those of titles on the bookshelf may 
also comply with participants’ preferences. This suggested the potential 
usefulness of CS vectors in recommendations. When comparing ‘‘CS 
vector default’’ and ‘‘CS vector weighted,’’ the latter achieved higher 
precision for 14 participants. As a result, we have found that CS vectors 
reflecting the rankings model human affection more accurately.

Additionally, considering the possibility that the usefulness of CS 
vectors for title selection may vary depending on the theme of the 
bookshelf, we investigated how well each method selected titles that 
complied with participants’ preferences when using bookshelves for 
each theme. The precision by each method when using bookshelves for 
each theme was calculated as the average precision obtained for all 
bookshelves for that theme. Table  2 shows the result. From Table  2, it 
can be observed that for all themes, ‘‘CS vector default’’ and ‘‘CS vector 
weighted’’ achieved higher precision compared to the comparative 
methods, with the highest precision observed when using bookshelves 
for ‘‘Battle.’’ When comparing ‘‘CS vector default’’ and ‘‘CS vector 
weighted,’’ the latter achieved higher or equal precision for all themes. 
As a result, we have found that regardless of the bookshelf theme, title 
selection based on vectors reflecting rankings is more effective than 
other methods.

7. Conclusions

This paper proposed CS vectors convolving the co-occurrence of 
comic titles and quantitatively represented affection toward comics. 
Additionally, we created both vectors that reflected rankings and those 
that did not, and investigated which better modeled human affection. 
7 
Table 2
The results of selecting comics using bookshelves for each theme by each method. Each 
value represents the precision obtained by each method when using bookshelves for 
each theme.
 Theme CS vector

default
CS vector
weighted

Collaborative
based

BERT
based

 

 Gag 0.34 0.34 0.19 0.11  
 Battle 0.45 0.52 0.35 0.29  
 Romantic comedy 0.24 0.24 0.22 0.18  
 Thrilling 0.38 0.39 0.24 0.25  
 Deeply emotional 0.34 0.37 0.17 0.13  
 Heartwarming 0.40 0.40 0.17 0.14  

The results of the vector mapping showed that titles included on 
the same bookshelf were plotted relatively close to each other. This 
suggested that higher vector similarity corresponded to titles closer 
to subjective human evaluation. Furthermore, we have found that not 
only title-to-title similarity but also theme-to-theme similarity could 
be evaluated. In the mock recommendation, we investigated whether 
titles selected by CS vectors complied with participants’ preferences. 
The results suggested that CS vectors reflecting rankings enabled the 
selection of titles that better complied with participants’ preferences 
compared to other methods. Additionally, we considered the possibility 
of identifying unread titles that may comply with their preferences.

In our future work, we will explore the suitability of comic selection 
using CS vectors and the expansion of their expressive capabilities. 
We conducted comic selection using CS vectors for each participant 
in this study, but we did not consider their individual characteristics. 
Therefore, we will investigate which types of participants’ comic se-
lection using CS vectors are effective. Additionally, we will explore 
whether operations using CS vectors can enable intuitive additions and 
subtractions of comics [32], such as ‘‘comic 𝑋 is like the sum of comic 
𝐴 and 𝐵.’’

We will also examine the utility of the proposed method for other 
entertainment content. In this study, we modeled affection toward 
comic titles by treating bookshelves as lists of favorite comic titles. 
However, listing favorite items is not a concept unique only to book-
shelves. Viewing histories on video streaming services such as Net-
flix [33] and music playlists can also be regarded as similar repre-
sentations. This suggests that the proposed method can also quanti-
tatively model affection toward other entertainment content. We will 
investigate whether the proposed method is also useful for other enter-
tainment content. If the proposed method also demonstrates utility for 
other content, it is estimated that our method lead to a recommendation 
applicable across different types of entertainment.
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