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Abstract. This study explores the use of Large Language Models
(LLMs) for Claim Check-Worthiness Prediction (CCWP), a crucial pre-
screening task in fact-checking. We predict the time between a claim’s
occurrence and verification by analyzing data from fact-checking organi-
zations. The results show that validation time is the same between the
top 25% and bottom 75% of total checklist condition fulfillment claims.
That is, further optimization is needed for LLMs to perform effective
CCWPs.
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1 Introduction

The rapid spread of misinformation can lead to significant societal disruptions,
highlighting the importance of effective fact-checking mechanisms. In the fact-
checking process, claims are reported by citizens and categorized by organi-
zations, which then prioritize verification. Claim Check-Worthiness Prediction
(CCWP) is a crucial task for prioritizing claims for screening. Because, a large
number of fact-checking candidates are gathered at fact-checking centers, each
with varying societal impacts. Fact-checking is a complex and sensitive task that
can take days to weeks and places a significant burden on individuals. Further-
more, the rapid completion of CCWP is performed, the more effectively the
impact of misinformation can be mitigated [10].

Computational assistance can enhance efficiency by helping prioritize infor-
mation for verification. This study investigates whether LLMs can assist in the
pre-screening phase based on criteria set by human experts. Previous studies
have suggested that LLM and human collaboration are practical for enhancing
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the efficiency of fact-checking tasks [3,11]. These papers insist that humans must
handle the critical and sensitive aspects of the validation process because LLMs
can introduce biases, hallucinations, and amplification of inaccurate data [8].

In this study, we investigate and report on the ability of LLMs in the human-
in-the-loop fact-checking approach by using a structured checklist, focusing on
claim checks. Specifically, we investigate whether the judgments made by LLMs
according to the checklist are useful in identifying which claims should be
urgently judged true or false. The use of checklists can produce the following
effects: The impact of incorrect outputs is subdivided by dividing the forecast-
ing task into tasks for evaluation in a checklist. It also reduces the difficulty of
individual tasks and facilitates human verification of outputs.

We use assessments made by LLMs based on the checklist for predicting
time lag between a claim’s occurrence and the completion of a fact-checking
task. Current CCWP methods use a binary variable to represent the need for
verification, but the verification value is continuous. Additionally, existing data
are unsuitable for validation in LLMs due to data leakage risks. This study uses
data from actual fact-checking organizations to design a new task that predicts
the days between a claim’s occurrence and its verification.

2 Related Works

Many previous studies have tackled the tasks of CCWP [4]. In recent years, the
check-worthiness tasks have attracted significant attention. CLEF-2024 Check-
That! lab provides a dataset designed for check-worthiness tasks and a competi-
tion opportunity for state-of-the-art methods. According to the report from the
organizers of CheckThat! lab [2], methods using transformer-based models have
increased in prevalence over the past few years.

Recently, researchers have dealt with comprehensive fact-checking tasks,
including CCWP, collecting evidence, and determining veracity using LLMs [9].
Comprehensive fact-checking is essential to social unrest and public health issues.
Therefore, caution should be exercised in using LLMs, because LLMs contain
biases and can amplify these biases [8]. Moreover, LLMs can produce hallu-
cinations that deviate from facts, and the mechanisms of these hallucinations
are not fully understood [5]. Furthermore, existing researches [7,9] using LLMs
still need to examine data leakage rigorously. Because the LLMs’ training data
may already include publicly available datasets for detecting claim check-worthy
tasks and related information. On the other hand, when solving comprehensive
or partial fact-checking tasks using LLMs in the real world, LLMs have already
been trained, and they must also handle claims that arise subsequently.

3 Proposed Method

As Fig. 1, this study explores practical methods for incorporating LLMs into
the manual fact-checking process. Specifically, we examine whether LLMs can
execute CCWP, a preliminary step of the fact-checking process. In numerous
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Fig. 1. Our proposed method

previous studies, the CCWP label has been represented as a Boolean value indi-
cating whether a claim holds a checkable value. This approach was used because
CCWP functioned as an initial screening process to determine whether fact-
checkers should verify a reported claim. In contrast, our study envisages a new
secondary screening exercise that assigns further priority to claims of assured
importance that were deemed worthy of verification in the primary screening
and survived the selection process. As a result, we have not made direct com-
parisons with existing studies. Existing check-value determination methods are
likely to determine that all the data in this study are check-value. To use a sim-
ple metaphor, our task is to determine the rank of diamonds, not to separate
stones from diamonds.

We use a structured checklist outlining human fact-checkers’ steps to pri-
oritize claims. Moreover, we considered the following two points to evaluate
the practical application in real-world scenarios rigorously. First, we designed a
new task to predict how quickly claims submitted to fact-checking organizations
were addressed. Second, to demonstrate the effectiveness of LLMs on claims not
included in their training data, we evaluated only claims that emerged after
the cutoff date of the LLM’s training data. We made the LLM execute the
checklist-based claim evaluations, quantified the results, and assessed its ability
to prioritize the fact-checking tasks. Sehat et al. created a 52-item checklist to
determine the priority of fact-checking [12]. This checklist was developed based
on a fact-checking survey of human experts. Examples of the questions are shown
in Table 1. Fact-checkers respond to each item with “Yes,” “No,” or “Unknown.”
The higher the number of “Yes” responses, the more urgent it is to fact-check
the corresponding claim.

This paper assumes that LLMs will likely perform comparably to humans
on some of these questions in Sect. 2. Indeed, even in behavioral economics, it
is known that LLMs can mimic human impressions and value judgments [6,14].
We observed the checklists and hypothesised that two types of these questions
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Table 1. Examples of questions used to determine the priority of fact-checking

Question Category Example

External infor-
mation

Is there a lack of high quality information that is publicly acces-
sible and refuting the message’s claim?

Impressions
from the text

Does the message directly call audience members to share the
content further?

exist: those that ask for external information relevant to the claim and those that
ask for characteristics or impressions derived from the text. The former includes
items such as the characteristics of the claim’s issuer and whether there have been
any official announcements related to the claim. The latter includes whether the
claim makes statements about global trends or contains aggressive bias against
specific groups. The latter group of questions pertains to human impressions
and value judgments derived from the text, which LLMs can likely replicate
sufficiently. On the other hand, the former questions might be influenced by
external factors. Examples of such external factors include the context of the
documents accessible to the LLM and the structure of the websites where the
claims are found. Therefore, there may be differences in the accuracy of LLM
responses. There may be cases where the distinction between them is ambiguous.
Therefore, we will treat these questions without distinguishing between them in
our experiment.

This study uses the Fact-Check Insights dataset distributed by Duke Univer-
sity1 to rigorously evaluate LLMs’ responses in a zero-shot scenario. Standard
benchmark datasets [2,13] for CCWP have limitations when using data beyond
the cutoff date of the training data for GPT-4. The metadata of the Fact-Check
Insights dataset includes the date when the claim was verified and the date
when the fact-check article was published. By calculating the difference between
these dates, we can determine how many days it took to address a claim in the
real world. This study uses this number of days is used as the target variable.
Figure 2 shows the prompt used when inputting to the LLM. Following the prece-
dent set by prior research using LLMs as annotators [6], the response sections
are structured with tags. The sentences following “Claim:” and “Question:” will
be modified. For reviewing the claim, it is necessary to answer the 52 questions
created in prior research [12]. Therefore, 52 different prompts will be created for
each claim.

We use GPT-4 [1]2 for evaluation. There are three reasons for this choice:

1. The cutoff date of the model’s training data is known.
2. Its outputs are relatively stable.
3. It is a model capable of obtaining sufficient claim data that emerged after the

cutoff date from the Fact-Check Insights dataset.
1 “Fact-Check Insights”, https://www.factcheckinsights.org/, Last accessed on July 20,

2024.
2 MODEL NAME: gpt-4-turbo, TRAINING DATA: Up to Dec. 2023.

https://www.factcheckinsights.org/
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4 Experimental Results

The Fig. 2 show simple aggregations of our analyses. A high number of “Yes”
responses indicates that the complaint requires a prompt response. Therefore, we
used the 25th percentile as the threshold to divide the total number of “Yes” into
top and bottom groups because the 25th percentile represents the third quartile.

Fig. 2. The red section shows the top 25%
of claims with the most “Yes” responses
from the LLM checklist. The violin plot
illustrates the distribution of checking days.
(Color figure online)

The response types are catego-
rized into four groups: “Yes”, “No”,
“Unknown”, and “Error”. Specifically,
the number of instances classified
as “Yes” is 3,328, “No” is 38,730,
“Unknown” is 30,869, and “Error” is
113. This data is crucial for under-
standing how citizen reports on spe-
cific claims are categorized and which
categories appear most frequently.
Notably, the overwhelming number of
instances classified as “No” indicates
that many claims are evaluated nega-
tively. As Fig. 2, the data for the bot-
tom 75% of the respondents with a
small number of “Yes” responses are
often answered in a short time, but
the high dispersion of the data shows
a tendency for the respondents to take a long time to answer the questions. As
Fig. 2, the fact-checkers are quicker to deal with claims with a high number of
“Yes” responses from LLMs. However, it should be noted that a low number
of “Yes” responses does not necessarily mean a low priority. Fact-checkers also
responded to the bottom 75% of groups in a short time. We believe that adding
other features to consider and increasing the complexity of the model is a poten-
tially effective approach. Conversely, for the data with a large number of Yes
responses, the number of days required is mostly lower than for the data with a
small number of Yes responses, and the variation in the number of days is also
smaller. Therefore, a large number of “Yes”, is likely to be one of the conditions
for a claim to be highly urgent.

5 Conclusion and Future Challenges

We developed scenarios for using LLMs in the fact-checking processes, consider-
ing the LLM’s training data cutoff date and evaluating post-cutoff claims. Our
analyses show that irrespective of the time to check, CLAIMs rarely meet the
checklist conditions in determining LLM. To improve our method, we plan to
develop a weighted model, analyze the impact of individual checklist items, and
refine our classification system to identify critical claims better. By address-
ing these issues, we aim to create a more effective system for identifying and
addressing urgent claims.
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