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Abstract. This research aims to develop a framework for smoothly obtaining
disaster information from multiple web services through a knowledge base of
disaster information. In Japan, where natural disasters occur frequently, there is
a need for a system that can utilize disaster information transmitted on the Web
from various locations in disaster-stricken areas for rescue operations and disaster
recovery when a disaster occurs. Since such information is posted to many web
services, searchers must refer to multiple web services to obtain the desired infor
mation. In this study, we propose understanding the characteristics of disaster
information posted on each web service and using them as a guide for searchers to
obtain disaster information smoothly. To achieve this goal, we tried to construct
a vocabulary set of disaster information by acquiring textual information from
two different data sources and using word embedding and clustering. Comparison
of the acquired disaster information revealed two points: The composition of dis
aster information categories differs among data sources. Even texts in the same
category have different characteristics of words depending on the data source.

Keywords: disaster information · multiple data sources · word embedding · text
clustering

1 Introduction

Japan is often called a disaster-prone nation, facing significant disasters yearly. When
disasters strike, people in disaster-stricken areas disseminate information about disaster-
related information, including damage information, rescue requests, and the delivery sta-
tus of relief supplies,with various socialmedia, such asTwitter andFace book.Regarding
the Osaka north earthquake in 2018, approximately 220,000 tweets in Japanese contain-
ing the word “Jishin (earthquake)” were posted in the first 10 min after the earthquake
occurred [1]. A significant characteristic of these posts is that they originate directly
from people in the disaster-stricken area. Information shared by those directly impacted
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is rapid, aiding in obtaining information about the disaster-stricken area faster than com-
pilation by mass media. Moreover, information that mass media may not cover can be
collected if someone shares it. To support rescue and disaster recovery activities quickly,
it is essential to have a framework for efficiently collecting and organizing such infor-
mation. Utilizing such shared informa tion by individuals, one can swiftly acquire infor-
mation that traditional newspaper articles, news reports, or local government websites
might not capture.

To achieve this objective, it is necessary to identify differences in disaster information
posted on various web services. Among the types of disaster information are requests
for assistance, traffic updates, and data regarding the locations affected by the disaster.
Collecting all these pieces of information from a single resource is difficult. Therefore,
those searching for disaster information will focus on resources relevant to their tasks.
Such information retrieval assumes that the searcher possesses prior knowledge about
collecting disaster information. However, searchers needing this pre requisite knowledge
must refer to various web services to obtain the information they seek.

Enabling people to access information easilywill help them collect informationmore
effectively. This paper aims to acquire metadata about the content in each web service
and use it as a guide for searchers. As the first step, this study analyzes vocabulary
acquired from different resources. It examines two aspects: whether there are differences
in information acquired betweenweb services and how the content of posted information
differs among web services.

2 Related Works

This research aims to acquire and store disaster information from the web and use it as
knowledge. To achieve this goal, we extract disaster information from text infor mation
on web services and compare its contents to investigate the differences in the knowledge
acquired fromeach resource. In this chapter,we review research on the use of information
on the web in the event of a disaster and research on information extraction from text
and define the position of this research.

2.1 Research on the Use of Information on the Web in the Event of a Disaster

Research using disaster information posted on web services has been attempted for var
ious purposes, such as assessing the damage from disasters and collecting information
on disaster-stricken areas [2–4]. In particular, there is a high demand for collecting
disaster information from large-scale general-purpose social networking services such
as Twitter, and several studies have been conducted so far [5–7]. One of the disaster
information analysis systems based on Twitter information is “DISAANA,” developed
by the National Institute of Information and Communications Technology (NICT) [8].
The system analyzes information posted by Twitter users in real-time, extracts what
is happening where, and includes a 5W1H search function and a “contradictory post”
function for information whose facts are unclear.

When extracting disaster information from SNS, information unrelated to the dis
aster is often mixed in as noise. In particular, entertainment-related information, such as
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games, tends to be posted on SNS. A survey of tweets in Japanese reported that 60% of
tweets posted during normal times contained entertainment information11.

Some studies have analyzednoise postings onSNS from the taskof extractingdisaster
information. Morino et al. extracted disaster information from SNS postings at the time
of a disaster and analyzed the noise contained in results [9]. This study examined the
types of noise in the mix and tested whether these noises could be separated from lexical
features. It suggests that information about “games” is highly separable. On the other
hand, we reported that it is difficult to separate noise with lexical features that are not
biased toward specific contents, such as “merchandise items.”

User-posted information has been considered unverifiable, unreliable, and unsuit
able for use by large organizations in actual rescue operations. This point is discussed
in some papers [10], including interviews conducted by Tapia et al. with NGO human
itarian organizations [11]. Tapia et al. suggest that the methods to obtain information
with acceptable reliability from microblogs include extracting valuable data using text
classification techniques and acquiring and automatically classifying information from
major geographical areas. Concerning this problem, a disaster information col lection
system that considers the government’s information collection process has been proposed
[12]. This system is designed to enable users at the disaster site to report the location of
damage smoothly via the web and to ensure the report’s reliability by adding location
information when the damage is reported.

2.2 Research on Information Extraction Using Text Clustering

Acquiring textual features using word embeddings is one of the effective methods for
information extraction. Word embedding is a method of acquiring distances between
words with word vectorization in a set of documents. While this method is widely used
for document classification, there are attempts to use these methods to acquire latent
knowledge. Magno et al. attempted to identify cultural characteristics and values by
country using 1.7 billion tweets posted on Twitter [13]. This attempt classifies the cul-
tural characteristics of 59 countries based on 22 perspectives, including “religion” and
“science.” The study revealed cultural characteristics and values by country, and corre-
lations with actual cultural characteristics were pointed out in several indicators. Word
embeddings were widely used in the research described in the previous section, which
was oriented toward information recommendation. Park et al. attempted to recommend
sightseeing routes according to the profile of tourists by using word-of mouth infor-
mation on travel sites for designing sightseeing tour routes [14]. This study analyzed
reviews posted on TripAdvisor, a travel review site, and found that each reviewer’s pro-
file had unique challenges. Debanjan et al. attempted to extract more valuable reviews
from many reviews posted on e-commerce sites by using word variance representa-
tion [15]. This study aims to link the subset of good review sentences that mention a
product from multiple perspectives with the emotional polarity derived from the review
sentences. While many general e-commerce sites provide a function to evaluate the
usefulness of the review sentences themselves, the advantage of estimating usefulness
scores directly from the review sentences is that it can also be applied to newly posted

1 https://www.biglobe.co.jp/pressroom/release/2011/04/27-1.
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review sentences. An example of cross-domain use of word embeddings is the lyrics
recommendation method by Han et al. [16]. This study recommends lyrics similar to
the user’s environment in a tourist destination by sharing word embeddings of reviews
of tourist attractions and song lyrics. Conventional song recommendation methods use
meta-information such as genre and artist, but using word embeddings across domains,
they recommend lyrics appropriate for the listening environment.

Previous studies on web-based information in the event of a disaster have focused
on collecting damage and rescue requests, indicating a high need to obtain disaster
information on the Web. On the other hand, several studies on web-based informa tion
resources about disasters have pointed out the need to ensure the reliability of web-based
information for disaster recovery assistance and the need for knowledge acquisition sup-
port systems using text classification technology. Our research focuses on supporting the
acquisition of disaster information. It aims to smoothly present information that matches
the needs of a searcher who collects information about the disaster that needs to be dealt
with quickly from multiple data sources. Previous studies using text clustering have
shown that knowledge acquisition based on word embedding is helpful for knowledge
extraction and information retrieval based on text. This paper examines building a word
set by clustering words using these methods.

3 Collecting Disaster Information Using a Combination of Data
Sources

When a large-scale disaster occurs, people post a variety of information about the disaster
to web services. At this time, posters need to change the form and content of the informa-
tion according to the specifications of each web service. For example, when posting to a
web service such as Instagram, designed to post information with images attached, the
contributor must prepare the images to be posted. Even in the same text media, there is a
difference between sites where people share their impressions of an article (e.g., Hatena
bookmark2), sites where contributors verbalize their claims and interpretations in long
sentences (e.g., note3), and sites where contributors tend to express their impressions and
experiences in short sentences (e.g., Twitter), the tendency of the contents of the posts
will be different. This difference in form creates a difference in the information stored
in each web service. Even when attempting to extract information on disaster informa-
tion, the information obtained will differ among web services. Therefore, selecting a
web service that provides information in line with the collection intention as an infor-
mation source when acquiring information that meets a specific purpose is necessary.
Under the above consideration, this study aims to construct a knowledge base of disaster
information to match search queries and target web services to be extracted.

There are several types of large-scale disasters, such as earthquakes, volcanic erup-
tions, and lightning strikes, but the actual damage caused by these disasters differs from
case to case. For example, in the case of a major earthquake, a landslide may occur
as a secondary disaster, or a large-scale fire may cause damage. Both of these can be

2 https://b.hatena.ne.jp/.
3 https://note.com/.
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Fig. 1. Knowledge acquisition model for disaster information in multiple sources.

considered earthquake-related disasters, but the countermeasures and rescue policies
required are different. Therefore, to obtain the necessary information for each disaster, a
search framework that considers the disaster’s characteristics is necessary. Information
retrieval through the knowledge base of disaster information can estimate possible sec-
ondary disasters based on the characteristics of the disaster to be retrieved and present
them to the searcher.

The knowledge base for handling disaster information is built from a vocabulary
set clustered by word meaning and a set of sentences labeled based on disaster-related
categories. The vocabulary sets are clustered based on the semantic similarity of the
words obtained from the disaster information. The vocabulary sets are obtained for each
type of disaster. The set of sentences is constructed by dividing the text acquired fromweb
services such as SNS and news articles into sentences and classifying them as disaster
information based on the content of the sentences. Once a distributed representation
is obtained from the set of sentences, a sentence vector based on the vocabulary set is
calculated for each sentence. The sentence vectors are associated with labels assigned to
the original sentences. The knowledge base we aim to build in this research is statistical
information on sentence vectors for each disaster category. With this knowledge base, it
is possible to analogize the relevant disaster category from the input text’s features and
perform similarity search and information extraction based on semantic distance.

The process of acquiring information using the disaster information knowledge base
is shown in Fig. 1. This figure shows the relationship between the searcher’s information
request, the knowledge base, and each data source. When a searcher makes an infor-
mation request through the search system, the knowledge base analyzes which cluster
features are included in the information request and returns appropriate knowledge and
data sources as search results according to the features. The advantage of this method
over general query matching and similarity search is that it can present search results
considering the semantic distance per data source. As mentioned above, the tendency of
information stored in web services varies depending on the design of the web service.
The semantic distance of a data source to an information request can be used to determine
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whether the information in the presented data source should be the target of a detailed
search.

Since building a disaster knowledge base requires extracting knowledge from vast
data, having more data as a resource is generally desirable. However, processing vast
data to build a knowledge base requires enormous computational resources. To con struct
a helpful knowledge base, ensuring the diversity of information obtained from each data
source is desirable. In this paper, we focus on the diversity of information in building
a knowledge base of disaster information and verify that using multiple data sources
together improves knowledge coverage.

4 Comparison of the Nature of Disaster Information Across Data
Sources

In this paper, we obtained disaster information from two websites and analyzed their
contents to clarify the differences in the information obtained from each site. Disaster
information includes images and video data showing the damage, text data such as
damage reports and requests for help, and numerical data such as location information.
In this paper, text data is used as the target of analysis as the information to be acquired.
As an analysis method, this paper uses a combination of word embedding and clustering
to compare the characteristics of the words in each resource. This method is used to
analyze trends in a dataset based on the semantic similarity of words. Text data on
disasters are extracted from two web services, morphological analysis is performed to
extract the part-of-speech of the words to be analyzed, a word distribution representation
is obtained, and then clustering is performed to obtain semantically similar word clusters.
The characteristics of the words in each data source are then compared to determine
whether there are any differences between the data sources and their characteristics.

Fig. 2. Determining the number of cluster divisions using the elbow method.
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Table 1. Examples of label names and words in each class.

4.1 Extracting Disaster-Related Words

This study focused on the July 2020 torrential rainstorm in Japan from July 3 to July
31, 2020 (hereafter, the Kumamoto torrential rainstorm disaster)4. This disaster caused
extensive damage, mainly in the Kyushu region, where 84 people died. The data source
used was 9,206 Japanese-language tweets about the July 2020 torrential rain collected
from Twitter, which was manually verified for content after eliminating retweets and
tweets with duplicate content. In addition, among news articles reported during the same
period, articles containing “Kumamoto torrential rainstorm disaster” in the title were
extracted from the Mainichi Shimbun Article Search Service5. As a result, 271 articles
were extracted. Then, nouns, adjectives, and adverbs for analysis and generated word
variance representations were extracted using the Japanese Wikipedia entity vector6.
The data were analyzed by Mecab (Ver. 0.996) [17], a mor phological analysis engine
for Japanese, and mecab-ipadic-NEologd (Ver. 0.0.7)7, a Japanese dictionary and the
target words extracted. As a result, a vocabulary of 13,305 words and 7,362 words were
obtained from Twitter data and news articles, respectivly.

The total number of unique words, excluding duplicates from each data source, was
17,896. The acquired words were subjected to cluster divisions using the k-means++
method for cluster numbers ranging from 2 to 70, and the progression of the sum of
squared errors (SSE) was calculated. Figure 2 shows the results. Based on this figure,
the elbow method was applied to estimate the optimal cluster number, revealing that a
cluster number of 47 was determined to be an appropriate choice for the division.

Appropriate cluster names were then assigned to the clusters created manually. The
labeling task was performed by four university students from the informatics faculty
(hereafter, labeler). Thirty words were randomly selected from the acquired words clas-
sified into each cluster. Four labelers were requested to assign the most appropriate
cluster name to represent words in each cluster. Words in the collected responses that
were identical for two or more labelers were allowed to overlap with other clusters and
were used as label names. Items that were not uniquely defined were not assigned a label
name and were excluded from the analysis. Table 1 shows examples of the label names
and some words included in each class. Finally, label names were assigned to 42 of the
47 clusters.

4 https://www.data.jma.go.jp/kumamoto/shosai/kakusyusiryou/20200708kumamoto.pdf.
5 https://mainichi.jp/contents/edu/maisaku/
6 http://www.cl.ecei.tohoku.ac.jp/~m-suzuki/jawikivector.
7 https://github.com/neologd/mecab-ipadic-neologd.

https://www.data.jma.go.jp/kumamoto/shosai/kakusyusiryou/20200708kumamoto.pdf
https://mainichi.jp/contents/edu/maisaku/
http://www.cl.ecei.tohoku.ac.jp/~m-suzuki/jawikivector
https://github.com/neologd/mecab-ipadic-neologd
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4.2 Analysing Disaster-Related Words Appeared

The proposal in this paper is to use multiple data sources together to build a knowledge
base of disaster information, aiming at acquiring knowledge that is difficult to obtain from
a single data source. To verify the proposal’s validity, it is necessary to experimentally
demonstrate that the nature of the information obtained from different data sources is
different and that by using them together, information that cannot be obtained from a
single data source can be collected. To verify the proposal, we observed the text acquired
from each data source and assigned labels to them qualitatively. We compared their
composition ratios to observe whether there was a difference in the type of information
acquired across data sources.

First, to observe what kind of information each data source contained, we divided the
data sources and assigned each sentence a classification label based on its textual content
(hereafter, sentence label). For this process, we divided the tweet data into sentences,
and the news article data was divided based on the punctuation points.

The nine sentence labels assigned are “disaster information,” “traffic information,”
“support information,” “human damage reports,” “weather & warning information,”
“physical damage reports,” “evacuation information,” and “others.” Table 2 shows the
criteria for the assignment of sentence labels. To clarify whether there is a difference in
the expression of disaster information among data sources, the composition ratio of the
assigned sentence labels was compared among the data sources. Finally, we validated
30 news articles (including 426 sentences) and 1436 tweets for about 10% of the data
used to build the lexical set.

Figure 3 shows the composition ratios of sentence labels assigned to each data source.
The top 5% of all the sentences in each data source were labeled “support information,”
“human damage report,” and “physical damage report” for the news articles group, and
“disaster information,” “human damage report,” and “evacuation information” for the
tweets group.

Table 2. Labels attached to the sentences and their criteria.

Next, we analyzed the relationship between sentence labels and each cluster to reveal
the differences in word characteristics between data sources. We calculated the propor-
tion of words corresponding to each cluster for each data source, normalized the number
of corresponding words by the number of sentences, and then calculated the differences
between data sources. The calculated results are presented in Table 3. Larger values
indicate a higher frequency of vocabulary usage in tweets for the corresponding cluster,
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Fig. 3. Sentence label composition ratio among data resources.

while smaller values suggest a higher frequency of vocabulary usage in news articles.
Based on this data, we qualitatively examined items falling within the 3-σ range of the
standard deviation of the calculated results and considered the observed features unique
to each data source.

Table 3. An excerpt of correlation biases between word cluster labels and disaster categories.

Words in the cluster labeled “abbreviation” were frequently found in the tweet data
labeled “support information:” The words in the “abbreviation” cluster were observed in
34 of the 47 sentences labeled “support information.” An example sentence is as follows:

“KDDI andOkinawaCellular are implementing supportmeasures for customers in
areas where the Disaster Relief Law has been applied due to the recent heavy rains
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in Kyushu. We sincerely hope for the earliest possible restoration of operations.
For more information, please click here → [URL]”

These sentences included abbreviations of company names and URLs. Words in the
cluster labeled “mood” appeared frequently in the news data labeled “traffic informa-
tion:” The words in the “mood” were observed in 10 of the 12 sentences labeled “Traffic
Information.” An example sentence is as follows:

“When the reporter entered the Issachi area in the center of the village, which had
become inaccessible due to the severing of National Highway 219 and other roads,
he was left speechless.”

In these sentences, descriptions of the personal opinions and impressions of the
describer were confirmed.

Words in the cluster labeled “number” appeared in the news data labeled “sup-
port information,” “human damage report,” and “evacuation information:” An example
sentence is as follows:

“The number of evacuees has risen to 2,099 in four prefectures, including
Kumamoto.”

In these sentences, the number of evacuees and damaged houses were included in
the sentence.

5 Discussion

In the experiment in the previous chapter, we obtained disaster information from two
different data sources and compared their contents to clarify “whether it is possible to
obtain disaster information of different nature from multiple data sources” and “how
the obtained disaster information differs among data sources.” The differences in the
composition of the sentence labels indicate that the nature of the disaster information
available among the data sources is different. The results show that news articles provide
mainly information on relief and material damage, while tweets provide information on
general disasters and evacuation. This result indicates that the type of knowledge stored
in each web service is different, meaning that by using multiple resources together to
build a knowledge base of disaster information, it is possible to acquire knowledge that
cannot be acquired with a single resource. The analysis of lexical features among data
sources revealed that each data source has its characteristic descriptions. In particular, a
comparison of data labeled “traffic information” suggested that the available information
differs among the resources, even when the same label is used. This result indicates that
the same event contains references from different perspectives. This result indicates
that, when searching for disaster information, it is essential to use different data sources
according to the problem to be solved.

This method has the limitation that it cannot be used for content that includes other
modalities, such as images and videos. Especially for tweet data, we often observe
references to other URLs or postings that assume the user is viewing the attached image.
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By considering methods for acquiring knowledge from such complex information, the
construction of a more practical knowledge base should be considered. In addition,
the data in this paper was extracted based only on the period and key words, but it
includes automatic posting by bots and reportage articles. In building a knowledge base,
constructing a knowledge base with less noise should be considered by combining more
advanced data cleansing methods.

6 Conclusion

This study aimed to facilitate access to disaster information by constructing a knowledge
base on disaster information. It examined the significance of constructing a knowledge
base using multiple data sources. Textual data were obtained from two different data
sources, and the differences in the knowledge obtained from each data source were
analyzed using word embedding and clustering. The analysis revealed that the com-
position of the available data differs between the data sources and that the knowledge
acquired differs between the data sources, even for references to the same event. These
results suggest the appropriateness of using multiple data sources on the Web to build
a knowledge base of disaster information. It also suggests that it is possible to supple-
ment the knowledge acquired from a single data source with information from different
perspectives.
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