Visualization of the Relationship Between Lectures
and Laboratories Using SSNMF

Kyoka Yamamoto
Graduate School of Informatics
Kansai university
Takatsuki, Japan
k166981 @kansai-u.ac.jp

Abstract—This study aims to visualize the relationship between
lectures and fields of specialization (laboratories) so that students
can choose lectures with a future direction. Since the university
curriculum is highly flexible; students choose their own lectures.
Taking into account their own objectives, students select the basic
knowledge necessary for their purposes. However, it is difficult
for students without sufficient knowledge to understand their
relevance from the syllabus. The purpose of this study is to
propose a method for estimating the relevance between lectures
and laboratories in an undergraduate school as a help to provide
students with an objective analysis of lectures, i.e., not only
knowledge but also examples of its use. The proposed method
applies a semi-supervised non-negative matrix factorization to
identify common factors of knowledge in each combination of
lecture and laboratory. It is suggested that the proposed method
calculates reasonable results for the relationship between lectures
and laboratories.

Index Terms—Syllabus Analysis, Specialization Analysis,
Knowledge structuring, Data mining, Semi-Supervised NMF

I. INTRODUCTION

Since the university curriculum is highly flexible, students
may choose their own lectures. Taking into account their
own objectives to study or build their careers, students learn
each basic knowledge necessary for their purposes in lectures.
However, it is difficult for students who are novices in spe-
cialty without sufficient knowledge to understand the relevance
between the expertise and lectures with the syllabus.

Rafael et al. provide a systematic overview of the current
state of the art, showing the importance and growth of research
using text mining in education(ETM) with the development
of the online educational environment [1]. As one of the
ETM, the study focused on college course design, primarily
on estimating the relationships among lectures. Acosta et
al. state that there are two types of content-based filtering
and collaborative filtering when analyzing and recommending
relationships among content, such as relationships between
lectures [2]. Collaborative filtering is a method based on the
idea that active users are more likely to prefer items to like-
minded users. This method is implemented by calculating a
similarity score between the active user and all other users.
Content-based filtering assumes that users tend to be interested
in items that are similar to those they have viewed and
similar to those they have shown interest in in the past, and
defines similarities between items. As a method to examine
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the similarity of items included in the latter content-based
filtering,Kitto et al. propose a mapping between subjects while
stating the importance of curriculum analysis [3]. They explore
the utility of skill-based curriculum analysis and the usability
of mapping between subjects’ descriptions. A syllabus is often
used as a representative description of lectures. Kawintiranon
et al. considered that the syllabus was inadequate as an
information source because it did not cover all lectures [4].
They accordingly have introduced the course materials used in
the lectures into their analysis. It is reasonable to say that their
work focused on the knowledge learned by taking lectures.
In contrast, this paper begins a lecture analysis focusing on
the viewpoint from the students’ side. This research aims
to provide students with an objective analysis of lectures:
not only the knowledge but the usage examples of those.
We, in this paper, calculate the relationships between lectures
and laboratories as the reference for students with limited
knowledge; it is expected that students would consider what
kind of specialties are used in which laboratories. It should
enhance students to consider their selection of lectures and
their own careers in an exploratory manner.

In this paper, as the first step to the goal of this study, we
try to visualize the relationships between lectures and fields of
specialization (i.e., laboratories): we believe that students are
able to choose lectures with their future vision. Research about
lectures mainly focuses on the relationship between lectures
themselves. Most research does not deal with how to utilize the
knowledge and skills learned in lectures for specialized fields,
i.e., research activities. A specialized field should consist
of a combination of basic knowledge and skills learned in
multiple lectures. The relationship between a specialized field
and lectures should be equivalent to the relationship between
artifacts and components. We consider that representing which
combination of lectures constitutes a specialized field would
lead to showing the relationship between those. We propose
a method for estimating the relevance between lectures and
laboratories in an undergraduate school. The proposed method
applies semi-supervised non-negative matrix factorization to
identify common knowledge factors for each combination of
lecture and laboratory. And we study the availability of the
proposed method in structuring knowledge.



II. GENERAL CONCEPT TO SUPPORT STUDENTS FOR
SELECTING LECTURES

University has several departments for fields of research,
such as engineering, psychology, and computer science. Some
universities have a more flexible department where students
can have lectures on multiple research fields: the students
do not have to fix their own specialty when they enter the
university. During the study, the students try to find their own
specialties and determine the supervisor for their graduate
research (i.e., laboratory) through their studying in lectures.
They have to know which lecture is related to which labora-
tory; however, it is so hard for students who are unfamiliar
with each research field.

The problem of “which lectures are related to which labora-
tories” should be not a classifying problem but a representation
of the relationships between lectures and laboratories. Students
have to consider not one versus one relation but the multi
versus multi when they take lectures and choose the laboratory.
The candidates of the laboratory where they offer to join
should differ based on the students’ background, i.e., what
kinds of lectures they have taken and what kinds of fields
they have been interested in. The set of laboratories in the
department might change because of the professors’ transfer.
So, the relationships between lectures and laboratories are not
fixed but fluid. Accordingly, we propose a method capable of
analyzing the multi versus multi relationships.

III. THE PROPOSED METHOD

The basic idea of factorization is expressed as follows.

set of observed variables = common factors X unique factors.

Features that are common to different observed variables
are defined as common factors. Unique factors are defined
as factors that can not be explained by common factors. The
proposed method uses Semi-Supervised NMF (SSNMF) [5],
which is an extension of Non-negative Matrix Factorization
(NMF) [6]. Using SSNMF, the template pattern of the set
of analysis results (e.g., frequency of sound sources and
knowledge) can be given as a common factor for the set
of observed variables, and each analysis result can acquire
activated factors. We can express the activation of each ob-
served variable for each analysis result based on the relative
relationship between the objects included in the set of analysis
targets. The task of this paper is to reveal the knowledge
handled in lectures. By using the lectures as a template pattern,
the proposed method figures out the laboratory that is relatively
related to the lecture.

A. NMF
Factorization in NMF is defined by the equation(1).

K
Yij Y = Z higugg, ey
k=1

where, y € Y,h € H, and u € U each represent the observed
variables matrix, the basis matrix, and each element of the

activation tendency matrix, respectively. ¢ and j denote the
indices of the elements in the matrix. K denotes the number
of bases; the dimensions of the underlying matrix H. The
given Y is approximated by yg}j:the product of H and U.
Observation matrix Y is decomposed into the basis matrix H
and the activation tendency matrix U. Here, y, h and u each
represents the elements of Y, H, and U, respectively. The ¢
and j denote the indices of the elements in the matrix. The K
denotes the base number.

Generally, NMF minimizes the errors between the matrix
Y and HU obtained by NMF. In the NMF, the initial values
of H and U are randomly assigned. The matrices H and
U can be updated by minimizing the errors in Y’, which is
the product of the matrices Y and HU, respectively. The
matrix H is the set of feature patterns that can represent
the observed variable matrix Y with a pre-specified number
of bases. The matrix U represents the activity trend of the
feature pattern h € H in the observed variable matrix Y. As
the error is sufficiently minimized, it should be assumed that
the set of feature patterns and their activation tendencies can
be computationally obtained by multiplying the two matrices.
There are several types of error functions used in minimizing
the error of Y’ and HU. In this paper, we use the squared
Euclid distance Dgy.1iq expressed in the following equation;

Dpueia| (Y, HU)| = ||Y — HU||%. )
B. SSNMF

In NMF, the initial values of the basis matrix and the
activation tendency matrix are generated with random values.
Both basis and activation tendency matrices are dynamically
updated so that the product of the two matrices approximates
the observed matrix. In SSNME, the template pattern matrix is
prepared in advance as a basis matrix. SSNMF updates only
the activation tendency matrix by error minimization.

Many studies have applied SSNMF to sound source sepa-
ration [7], [8]. In these studies, activation tendencies of each
sound source are obtained by providing the spectral structure
of the sound source as a template pattern. Then, automatic
music scoring from the sound source is realized by SSNMF.
SSNMF is defined by the following equation.

Y ~ HU + FQG, 3)

where, each H and U denotes the template pattern vector and
its activation tendency matrix, respectively. And, F'G denotes
the noise term. Then, Y, H, U, F, and G represent matrices
of the sizes defined by | x n, ¢ xn, I X ¢, r x 1, and n X r,
respectively.

C. Application of SSNMF to this research project

The application of SSNMF to the target problem in this
paper is explained in this section. The target problem in this
paper should be the manifestation of the knowledge dealt with
in the lectures that are relatively relevant to the laboratory. By
applying SSNMF and giving a set of lectures as a template
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Fig. 1. Correspondence between sound source separation and the application
of SSNMF in this issue.

pattern to a set of laboratories, we can obtain the output
concerning which lecture is related to which laboratory as
an activation matrix. The relationship between lectures and
laboratories is shown as the activation matrix. The activation
matrix is composed by considering both base and observed
matrices. We believe this computation should be alike human
thinking for decision-making in our life (that is, multi versus
multi combinations) described in section II.

We detail the problem tackled in this paper by comparing
it with other applications using SSNMF. Fig. 1 shows the
correspondence between the acoustic source separation and
the task in this paper. When SSNMF is used in acoustic
source separation, it decomposes a matrix Y consisting of
frequencies and times representing mixtures of multiple sound
sources into a template pattern H that represents the frequency
structure of the instruments to be extracted. As a result, a
matrix U is extracted as the activation of each instrument
at each time in polyphonic music. On the other hand, this
paper targets which knowledge covered in the lectures is rel-
evant to which laboratory where basic and the corresponding
specialized knowledge are mixed. The problems are similar
in structure of the problem, and it lets us apply SSNMF to
analyze the relationships between lectures and laboratories.
By decomposing the matrix Y representing laboratories by
the matrix H concerning the lectures, we expect to obtain
an activation matrix U showing the relationship between
laboratories and knowledge handled in the lectures. As a
resource for lectures and laboratories, we deal with matrix
information that can be represented by non-negative values.
This process will be detailed in section IV.

IV. ESTIMATION OF THE RELATIONSHIPS BETWEEN
LECTURES AND LABORATORIES

We apply the proposed method to analyze the relationship
between lectures and laboratories. This section describes the
data and the parameters of the experiment.

A. Data Preparation

This paper analyzes the Faculty of Informatics of Kansai
University (the Faculty of SJ), which is the authors’ affiliation.
The faculty integrates humanities and sciences, where students
learn various specialties in a cross-field manner. The Faculty
of SJ offers courses in various specialized fields, such as
basic theories of informatics: programming and algorithms (C
course,) information processing in media and communication
(M course,) and information processing in various fields
including management, economics, psychology, and politics
(S course.) The professors for each laboratory respectively
offer lectures on information processing in the undergraduate
department. The professor supervises students in their research
for each corresponding laboratory.

1) Research fields: We used the graduation thesis outlines
as the information resource for 43 laboratories, which were
collected from the SJ undergraduate thesis outline collection
in 2019. In this paper, a single laboratory is assumed as a
specific field of research.

The entire text was extracted from the graduation thesis
outlines for each laboratory. We assume the texts as the
knowledge in the field of research. Here, the professor’s name,
student ID number/name, and references are excluded.

2) Lectures: The information source of lectures is the
syllabus of the SJ faculty for the year 2020, collected from the
university website. The number of lectures was 192 courses
offered in FY2020, excluding foreign language and sports
training lectures. The syllabus of lectures describes the title,
style, professor’s name, outline, plan, achievement objectives,
methods, and grade evaluation. This paper focuses on the texts
listed in the outline, plan, and achievement objectives as the
content of the lectures.

3) Normalization: The text (the thesis outline and syllabus
obtained in sections section IV-A1l and section IV-A2) was
normalized for single-byte alphanumeric characters and sym-
bols while line breaks and spaces were removed. The mor-
phological analyzer mecab-python3 (ver. 1.0.1) [9] was used
to segment the text into words, and only nouns were extracted.
We used mecab-ipadic-NEologd ! as a word segmentation
dictionary. Then, the stop words [10] were excluded.

B. Numerical and Distributed Representation of Data

The data obtained in section IV-A were converted to numer-
ical by using the bag of words (BoW) method. A numerical
matrix combining lectures and laboratories was created, as
shown in Fig. 2. Words that were less than one per a sin-
gle document were removed for word weighting. And then,
lectures and laboratories were numerically represented by the
word frequency. From the resulting 235 (43 laboratories +
192 lectures) x 7560 (number of BoW words) matrix, a 500-
dimensional variance representation was obtained by using
NME.

Uhttps://github.com/neologd/mecab-ipadic-neologd



wordl | word2 | word3 | word4 | word5

lab1 0 1 0 0 3
431ab lab2 3 0 2 ! 0
=
lecture 1 2 1 0 3 0
192lecture | | lecture 2 0 2 1 2 2

Fig. 2. Non-negative matrix showing lectures and laboratories obtained
through the bag of words method.
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Fig. 3. The general idea of matrices Y and H of SSNMF in this paper.

C. Application of SSNMF

SSNMF was applied to the matrices obtained in sec-
tion IV-B. As shown in Fig. 3, Y and H were obtained
by splitting the matrix into two vector sets representing
the matrix concerning lectures and laboratories. These two
matrices satisfy two requirements: 1) a non-negative matrix
and 2) representing the knowledge concerning the content. We
use the matrix concerning lectures as the reference vector to
factorize the matrix concerning laboratories in SSNMF. Here,
the number of iterations for approximation was experimentally
set to 100,000.

D. Evaluation Method

This paper quantitatively evaluates the effectiveness of the
proposed method. We focus on manifesting the relationship
between lectures and laboratories in the evaluation.

1) Comparative method: We used the word2vec approach
as a comparative method. The word2vec approach is no longer
a general method to obtain a distributed representation of
words by machine learning [11]. The approach can represent
the semantics of words as vector representations. By calculat-
ing the cosine similarity among the vectors, it is possible to
know the semantic similarities among words. In this paper, we
used word2vec with Facebook’s trained FastText model [12]
to obtain vectors of words. The averaged vector of the words
composing a sentence was assumed as vector of the sentence.

TABLE I

MRR
data word2vec  ssnmf
all 0.2584 0.2758
corseC 0.2624 0.2927
corseM 0.1470 0.3480
corseS 0.3659 0.1866
TABLE 11
PRECISION RATIO
word2vec  ssnmf
0.34013 0.3509

Each sentence was represented as a 300-dimension vector.
We studied the cosine similarity among sentences concerning
lectures and laboratories as one of the ways to represent the
relationships between those.

2) Evaluation Criteria: The lectures are labeled C, M, and
S in the SJ Faculty to identify the lectures’ specialties. Of
the 192 lectures, 31 are in the C series, 25 are in the M
series, 28 are in the S series, while 108 cross-disciplinary or
unlabeled lectures exist. This paper labeled professors as well
as the lectures considering the professors’ teaching: e.g., if a
professor teaches a lecture labeled C, the professor was also
labeled C. These labels were used as the evaluation criteria
for the estimation. We assumed that the relationship between
a lecture and a laboratory was correctly estimated if the same
label was used for both of them.

The Mean Reciprocal Rank (MRR) and the precisions were
used for the evaluation in this paper. For the comparative
method, the lectures were sorted by the cosine similarities
between word2vec-based vectors of lectures and laboratories.
Meanwhile, the proposed method showed the relative lectures
for each laboratories as the activation matrix. We calculated
the MRR and precision for each result considering the correct
label. The higher the value of reciprocal rank is, the better the
method estimates the lectures related to the laboratory. Preci-
sion refers to the percentage of correctly retrieved sentences
among the sentences to be retrieved. Here, the percentage of
correctly rated lectures out of the top 50 most relevant lectures
by the proposed and comparative methods are shown for each
laboratory, and the average value is obtained.

V. RESULTS AND DISCUSSION
A. Discussion based on MRRs and Precisions

TABLE I shows the results of the MRRs. In addition to
the average for all lectures, the average calculated for each
course (i.e., C, M, and S) is also shown. Overall, the propose
method showed a little higher effectiveness, but it was not
significant. The problem should be only about 30 each applied
to the course of the 192 lectures; 15% chance-level estimation.
Accordingly, it is reasonable to say that both methods showed
relatively effective results.

Let us study the results for each course. The proposed
method showed higher effectiveness than the comparative



method for courses C and M, while its effectiveness for
course S was extremely low. Since the proposed method
calculated the relevance by taking into account the surrounding
information, we considered words that also appeared in other
lectures, and laboratories were not considered as features. For
example, “Diet” and “public administration” appeared in many
lectures across the disciplines related to politics. Moreover,
those words also appeared in the laboratories, such as for the
budgetary accounting system, political systems, and rational
behavior. Word2vec did not focus on the surroundings, and it
might cause better results in such a case.

TABLE 1I shows the results of the precision. Both the pro-
posed and comparative methods showed effectiveness. These
results indicated that both methods were able to represent the
relationship between lectures and laboratories reasonably.

B. Multi versus multi relationships.

This section discusses whether the proposed method was
able to analyze the relationship between lectures and labora-
tories, which has a fluid relationship as described in section II.
TABLE III summarizes lectures with higher estimation accu-
racy in a laboratory specializing in human-media communica-
tion design. TABLE IV shows the result with all lectures as
the input, while TABLE V shows the result with only course
S as the input.

In TABLE V, “environmental economics” was estimated as
the most related lecture. However, in TABLE 1V, different
kinds of lectures were estimated as related lectures. This
result indicated that environmental “economics” appeared to
be more relevant with only course S, while other lectures
were more relevant with courses S and M. In fact, this
laboratory is for a human-media communication design, which
is closely related to both courses C and M; it is reasonable
that the lectures for course M should be more relevant to
this laboratory. TABLE VI summarizes relevant lectures for
a laboratory specializing in feature visualization. TABLE VII
shows the result with all lectures as the input. On the other
hand, TABLE VIII shows the result with only course M as
the input. In this case, the theory of “information behavior,”
which was fourth in TABLE VIII, came in second place in
TABLE VII. Meanwhile, “media representation theory,” which
was ranked first in TABLE VIII, was not ranked in the top 10
in TABLE VII; it was ranked 23rd. This might be caused
by the fact that the features of the laboratory were similar to
lectures of other courses. If the words appear in many lectures,
such words could not be characteristic for a specific lecture.
When the set of lectures would change according to the course,
the characteristics of the lecture would change as well. This
might be the reason why the results changed with reference
to the input.

The above result showed that the proposed method con-
sidered not only a single lecture in the input but also other
surrounding lectures in the estimation. In other words, it
was suggested that the proposed method visualized the key
factors considering the surrounding information. So multi-
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Fig. 4. An example of a network diagram visualizing the relationship between
lectures and laboratories.
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Fig. 5. An example of visualizing the relationship between lectures and
laboratories in a heat-map diagram.

versus-multi estimation should be realized by the proposed
method.

VI. CONCLUSION

In this paper, we proposed a method to estimate the relation-
ships between lectures and laboratories. The proposed method
applied semi-supervised non-negative matrix factorization to
identify common knowledge factors for each combination
of laboratory and lecture. The results of the quantitative
evaluation suggested the effectiveness of the proposed method,
especially for estimating multi versus multi relations. The
results should be hints for students to find laboratories for
their background, i.e., the history of lectures they have taken.

We will carry out the user tests after incorporating this
relationship of the results, for instance, network diagrams as
shown in Fig. 4 and heat maps as shown in Fig. 5. The future
task will be investigating the effectiveness of the combination
of the proposed method and visualization ways by studying the
thoughts of students using the Thinking aloud protocol [13].
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TABLE IV
TOP LECTURES WITH HIGH ACTIVATION TENDENCY VALUES
WHEN ALL LECTURES ARE USED AS INPUT DATA.

Lectures Value

Social Psychology 4.0E-323
Media Art 2.6E-322
Regional Media Theory 2.1E-322
Basic Mathematics 2.0E-323
Applied Mathematics 1.0E-323
Intellectual Property Law 1.0E-323
Cognitive Science 1.9E-322
Internet Journalism 1.0E-323
Intelligent Computing 1.0E-323
Psychology 1.0E-322
Environmental Economics  0.000136

TABLE VI
LECTURES RELATIVELY RELATED TO THE LABORATORY SPECIALIZING IN FEATURE VISUALIZATION ESTIMATED BY THE PROPOSED METHOD.

TABLE VII
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WHEN ALL COURSE LECTURES ARE USED AS INPUT DATA.
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Fundamentals of Software Development 4.0E-323
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