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The goal of this study is to develop an exploratory search system for sound effects (SEs). SEs appreciably influence
viewers’ impressions of a scene in a movie; thus, SE editors must skillfully select the most appropriate SEs for each
scene. Existing SE search methods, however, have three main difficulties involving the diversity of SE purposes, the
representation of sound using text, and the conceptualization of SEs for a given scene. These difficulties lead to in-
efficient SE searches because the SE editor is forced to perform repeated searches. To solve the problem, this paper
proposes a framework for SE exploration under multiple perspectives. In the framework, similarities among SEs are
provided to the searcher as clues for exploration. The similarities are defined by three types of features: context, acous-
tic features, and symbol of onomatopoeia. This paper presents the details of the framework, a system developed with
the framework, function and interaction provided by the system, and the results of user observation with the system.
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1. Introduction

In the production of visual content such as movies and
games, attaching suitable sound effects (SEs) to a scene in
the content is an important task because a viewer’s impres-
sion of the scene greatly depends on the SEs used. To attach
a suitable SE to the scene, an SE searcher seeks and selects
an appropriate one from various candidate SEs. Since an SE
has reusable, one SE can be used in several scenes and occa-
sions. For example, “Rain Sound” might be appropriate for
any rainy scene. From this characteristics of SEs, various SEs
are stored in repositories to reuse and the SE searcher (e.g.,
SE editor, visual creator) seeks and selects appropriate SEs
from large SE repositories.

Finding an SE that is well suited to the searcher’s intention
is more difficult than expected. When the searcher searches
an SE, he/she verbalizes his/her intended SE prior to conduct
the search. Generally, the search is performed by matching
metadata given to the SE (i.e., titles, descriptions) and the ver-
balized keywords that express the target SE. However, there
are several SEs with the same title, and a completely different
titles and/or descriptions are often given to similar SEs in the
database. The impression associated with the keyword may
differ from the actual impression that the SE searcher obtains
by listening to the SE. The search criteria used in the search
could favor certain SEs, hence some SEs might be excluded
from the search result before trial listening takes place, even
if they would be appropriate for the scene. For these rea-
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sons, the SE search task requires the SE searcher to access
a number of SEs, and to sift through SEs while listening to
them one by one. As a result, a significant amount of time is
required to find a suitable SE.

The search task is more difficult if the searcher only has a
vague idea or supposition for the target SE. In such a situa-
tion, he/she has to search a suitable SE by performing a lot
of trial-and-error searches. Thus, the SE search task can be
regarded as an extremely time-consuming task. The goal of
this study is to relieve the difficulties of the task.

1.1 Contribution To meet the goal, this paper pro-
poses an SE search system that intends to facilitate “ex-
ploratory search” of SEs. The proposed system visualizes
SE’s sound symbolism by using onomatopoeia and visually
presents different types of similarities between the SEs. We
believe that visualizing the relations contributes to establish
a smooth exploration environment and it contributes to the
searcher’s efficient SE search.

Figure 1 shows a general SE search process. In the be-
ginning of the process, the SE searcher inputs a sound source
and/or description as a query. The intended SE, however, may
not be searched successfully. The SE searcher would confuse
after the step (a) in the figure, because she does not know
what to do. Even when the searcher examines trial many
times, she fails to meet a suitable SE. It devotes much time
on the step (c) in the figure; time is up. Finally, she gives
up searching and employs an SE as the target SE without
her satisfaction. Such a bad case of an SE search is caused
by the characteristics of SE; because SE is “sequential” me-
dia, it is difficult to grasp the SEs before listening to the SE,
hence it takes too long to listen to various SEs. To solve these
problems, this paper proposes an approach that “sequential”
information (i.e., the SE list) is presented as a “spatial” infor-
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mation on a screen. It is expected that the spatially structured
relationships among SEs enable the SE searchers to smoothly
and quickly understand what the focused SE is.

Visualizing the relationships among SEs alters the SE
search process as shown in Fig.2. Figure 2 shows the SE
search process being iteratively conducted. The proposed
system enables the SE searcher to search SEs while clari-
fying his/her own request through the cycle of the search as
step (d’) in the figure. It is expected that an efficient search
in a short time would be achieved with the proposed system.
In addition, using three different types of similarities is ex-
pected to give creative experiences such as the discovery and
association of new SEs in the search process. Moreover, the
proposed system enables users to naturally retrieve SEs by
using the words by which the user verbalizes the sound ef-
fects. The characteristics of the proposed system would be
more effective in supporting the users in retrieving SEs by
their intuitive representation.

This paper proposes a framework for exploratory search
for SEs and develops a prototype system based on the frame-
work. The proposed system utilizes existing techniques in
analyzing each of the different media processing fields; that
is, there are no brand-new techniques used to correlate the
similarities among SEs in each aspect. However, improved
retrieval of SEs is realized by the combinations of these
techniques. The effectiveness of the interface is evaluated

by discussing the user’s observed behavior with think—aloud
method. This paper conducts user observation as the usability
test and the effectiveness of the proposed system is discussed
through the user-observations.

2. Problem of Searching for SEs

An SE search consists of three processes: selection, com-
parison, and decision. In our previous study, we have orga-
nized the following three difficulties that the SE searcher may
face in an SE search .

¢ Provision of a concept by SE’s title and/or description

An SE used for a scene can be applied to another
scene: for example, an SE for “Knocking on a wooden
door” can also be applied to “Cutting vegetables on a
wooden cutting board.” Although an SE essentially has
flexible concepts, the SE searcher might feel one con-
crete concept for the SE from its SE’s title and/or de-
scription. The concept given by title and/or description
can make an SE search difficult; the SE searcher may
lightly determine SEs with a simple search based on the
given concept. That is, it is suggested that a given con-
cept prevents SE searchers from determining the appro-
priate SEs before listening to them.

e Using text to represent sound

It is difficult to express the detailed nuances of SEs
with titles alone (e.g., “wind 1) or descriptions (e.g.,
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“wind blowing softly”). SE nuances such as “reverber-
ation” and “‘strength” cannot be clearly obtained from
the text information. The text information might pro-
vide SE searchers with the arbitrariness. It is difficult for
SE searchers to correctly recognize the titles and/or de-
scriptions that is given by the SE editor; all SE searchers
do not describe a same description from listening to
the same SE. Therefore, SE searchers must listen to all
searched SEs to determine the most appropriate exam-
ple; as a result, a significant amount of time is expended
listening to irrelevant SEs.
Conceptualizing SEs for a given scene

The SE searcher may have vague ideas for the SE re-
quired because the creativity is necessary when select-
ing SEs for non-existent objects. Vague ideas for the
SE might be clarified through the search cycle; the rela-
tionships among SEs may help the SE searcher to con-
ceptualize the desired SE. In order to conceptualize the
desired SE, they must listen to many SEs. During an
SE search process, their request for SEs, might change
as a result. In an effective exploratory environment, the
SE searcher should be allowed to repeat the search by
reformulating the query.

To reduce the expense to select the most appropriate SE for
a scene, this paper designs the framework for an SE search
system to solve the above three difficulties in the following
section.

3. Design Concepts

The target user in this paper is a user searching for an
SE who cannot clearly define his/her requirements; hereafter,
this paper refers to the target user as an “SE searcher.” The
design concepts will be discussed in subsection 3.1. Subse-
quently, detail designs of an SE search system based on these
concepts will be shown in subsections 3.2, 3.3, and 3.4.

3.1 Model Case Discussions for SE Search  Figure 3
shows an example case of searching for an SE. In this exam-
ple, John first focuses on “Walking” in “Footsteps” (Phase 1).
Second, John changes his mind and searches for “Run-
ning”; the SE nuances he imagines becomes clearer as he
seeks a “lighter sound” (Phase 2). John cannot find the
best SE in “Running” and begins a more extensive search
of the SE database. Then, John expresses his ideas using
onomatopoeia, and selects SEs similar to the onomatopoeia
(from Phase 3 to Phase 4). The SE that he was finally satis-
fied with was different from what he originally thought in
this example. The characteristics of the ideal SE became
clearer while searching and listening to various SEs; he lis-
tened to SEs in three categories — “Walking,” “Running,” and
“Footsteps—comical.” That is, he listened to six sound effects
until he finally decided on the SE “Footsteps Comical 03.” In
order to facilitate SE searches, the SE search system should
enable users to grasp the nuances of SEs and the similarities
among SEs without listening.

Based on the discussion above, this paper focuses on the
following five functions as the design concepts of the SE
search system:

® Narrowing down the SEs in the database

¢ Finding the SEs by detail of nuances

® Grasping the nuances of SEs without listening
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John is creating a new animated scene. In the animation, a fictional small crea-
ture walks along with the hero.

——Phase |—

John uses an SE Web site to find the sound of the creature’s footsteps. At first,
John checks the sounds labeled as “Walking” in the category “Activities of peo-
ple.” The scene shows a creature walking in the woods. John listens to the SE
labeled as “Walking on gravel.” However, the sound is not suited for the foot-
steps of the creature, because the creature walks with shorter steps though the
listening sound is a little bit louder.

——Phase 2—

Then, John changes his mind, and searches for the sounds labeled “Running.”
He listens to the sound of “Running on gravel,” but he thinks “A lighter sound is
better. I do not want a heavy sound.” He listens to the sound of “running on soil
or sand.” However, the lack of lightness in the sound is similar to “Running.”
—Phase 3—

Next, John deeply thinks “It is a fictional character, so the footsteps sound
may not suit the footsteps of the creature.” Then he finds the sound labeled
as “Footsteps—Comical 01.” After listening to the sound, he thinks “This sound
rings like Buni-buni. It does not fit the character’s image. Pon-pon is better.”
Next, he listens to the sound labeled as “Footsteps Comical 02,” but the sound
is not what he has imagined — the sound makes him image “heavy creature is
walking.”

——Phase 4—

Finally, John listens to the sound labeled as “Footsteps Comical 03" and is sat-
isfied with the sound; he feels “This sound is not like Pon-Pon but more like
Poko-poko. This sound is better suited to the scene. This sound should match
the walking speed of the character.”

Fig.3. A model case of SE search

® Suggesting similar SEs

® Responding to the search with onomatopoeia

These functions can be marshaled as three requirements for
the SEs search interface. The SEs search interface should:
(a) provide users with a search using vague expressions
(b) reduce the trial listening time, and
(c) enable users to exploratory and heuristically search for

SEs.

3.2 SE Search Using Onomatopoeia Even though
some SEs have the same title, the differences of SEs’ nu-
ances can give us different impressions of the SEs. For ex-
ample, there are two SEs that are labeled with the same title
“Wind sound.” The listening impressions are greatly differ-
ent from each other depending on the characteristic of wind
“Breeze” or “Typhoon.” Moreover, there are some levels of
wind strength in “Breeze.” Even if the wind strength has been
described as text information, the actual listening impression
might be different from the expected one. Therefore, it is
hoped that nuances of SEs can be delicately expressed in text.
This paper focuses on the onomatopoeia as the word express-
ing such ambiguity in detail.

Onomatopoeia is a term that emotionally and delicately de-
scribes sounds and conditions ®. Because the onomatopoeia
is the sensuous word, we believe that sensuous requests for
SEs can be expressed by using the onomatopoeia. In particu-
lar, this paper would like to emphasize the idea that SEs can
be expressed with onomatopoeia, which is described in an
existing study . Using onomatopoeia enables the user to re-
trieve SEs by using not only the visualized acoustic similarity
but also the similarity in text, which is the word that the SE
searcher uses to verbalize SEs. The similarity in text enables
the users to retrieve SEs via two types of aspect — similarity
of the source itself (it does not include human recognition),
and the user’ s input, that is, his/her recognition (how the user
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Table 1.
SEs.

Characteristic
Acoustic fea-

Purpose of each characteristic used to represent

Purpose

SE searchers can recognize the detailed nuances.
Acoustic features are used for finely adjusting the
nuances of SEs.

SE searchers understand causality of source and
sound, and roughly narrow down SEs.

SE searchers capture the characteristic sound of
an SE. Symbol of onomatopoeia enables SE
searchers to roughly narrow down SEs. The re-
lationships among SEs can be spatially expressed.

tures

Context

Symbol of ono-
matopoeia

interprets and verbalizes the SE). Moreover, three important
elements of SEs, i.e., acoustic features, onomatopoeia, and
the listening impression, are compatible. The existing re-
search has reported that onomatopoeia is effective for cap-
turing the acoustic impressions of SEs “.

From these facts, it is suggested that the onomatopoeia can
grasp the SE contents before trial listening. Users intuitively
and specifically request target SEs’ contents of the system by
using onomatopoeia. Using onomatopoeia satisfies the afore-
mentioned requirement (a) in section 3.1.

3.3 Visualization of SEs Based on Various Similarities

An SE searcher (i.e., the target user) who does not have a
clear target SE in mind has to listen to SEs one by one, since
the target user does not have concrete images in mind for SEs.
A great deal of listening time for the work would lead to the
user’s burden. To solve this problem, the similarity among
SEs should be grasped before listening. Visualization of the
similarities would be effective in reducing the trial listening
time; the target user might more quickly recognize whether
an SE is the target or not.

By using onomatopoeia, SEs can be expressed via three
types of information: “Acoustic features,” “Context,” and
“Symbol of onomatopoeia.” “Acoustic features” are the
waveform features of an SE. “Context” is the SE’s title and
description. “Symbol of onomatopoeia” is the textual fea-
tures of onomatopoeia. Based on these three different as-
pects, the relationships among SEs are visualized, and the
similarities of SEs are presented. Table. 1 shows the pur-
pose of using each aspect. Visualizing the relationships
among SEs with the three different similarities enables the
SE searcher to grasp how an SE is by using the similarity to
other SEs.

The proposed system is developed with a database where
relationships among SEs based on the three different aspects
are stored. As shown in Fig. 4, the three aspects are used to
form relationships among SEs. The blue node is related to
other nodes by each of the three aspects. For example, “—
W — (1): Za— Za— (1), rain,” which is the blue node, is simi-
lar to “¥—+ — (1): Sa— Sa— (1), rain” based on its relation
to “symbol of onomatopoeia,” and is similar to “# v /¥ —
> . Zappa-n, sea” from its relation to “acoustic features.”
Our proposed system enables the SE searcher to perform an
exploratory search while visually surveying the SEs’ similar-
ities to each other. The aforementioned requirement (b) in
section 3.1 is realized by visually grasping SEs prior to trial
listening; it aims to shorten the trial listening time when se-
lecting SEs.
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Fig.4. Schematic diagram of the relationship among
SEs. In the node, original Japanese is described and
its pronunciation is described below. The context is de-
scribed below the pronunciation. The nodes are linked
with any types of similarity as shown as each colored line.

3.4 Exploratory Search Interface to Facilitate Aware-
ness When a user searches SEs, his/her ambiguous re-
quirements must be clarified. The ambiguous requirements
would be gradually clarified through listening to various SEs
in the search process. Therefore, a search environment where
the SE searcher can easily explore various SEs should be pro-
vided in the SE search system. As shown in Table 1, three
different aspects are selectively used in the proposed system.
The proposed system presents not only similar SEs but also
a variety of SEs for each aspect; the opportunity to find a
wide variety of SEs would be increased. Using the proposed
system, the user can search SEs while confirming the sim-
ilarity of SEs. Consequently, the SE searcher additionally
has the following three experiences while efficiently search-
ing for SEs: 1) identifying what query is effective for search-
ing the SE, 2) getting an associative idea showing the sim-
ilarity between SEs, and 3) discovery of new SEs. More-
over, a linked SE structure such as the example shown in
Fig.4 may save many steps when regenerating queries; SE
searchers only have to follow the link. The aforementioned
requirement (c) in section 3.1 is realized by selectively us-
ing the similarities from the three different aspects; the user
exploratory and heuristically searches for SEs.

4. Development of SERVA

Based on the design concepts described in section 3,
SERVA (Sound effects Exploratory Retrieval system based
on Various Aspects) is developed. =~ SERVA visualizes
the relationships among SEs with three type of similari-
ties: “Acoustic features,” “Context,” and “Symbol of ono-
matopoeia.” Fig. 5 shows the interface design of SERVA. The
SEs are searched as inputing query: onomatopoeia and/or
a sound source. After clicking the search button, an SE
matched to the query is placed in the center as a pink node
(hereafter, the center node). The center node is linked to each
of the other SEs. The links are derived by the similarities of
the three aspects: the center node is similar to orange nodes
in acoustic features, green nodes in context, and blue nodes
in symbol of onomatopoeia. The length of the link is changed
at random to prevent the overlap of texts.

SERVA is a Web application, which is developed by using
HTML, CSS, JavaScript, and jQuery’. The SEs are visual-
ized by the Force layout function of D3.js®. The database of

f http://jquery.com/
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Fig.5. The interface design of SERVA.

Table 2. SE’s information examples of SERVA

Onomatopoeia | Description 1 | Description 2
Kachan Pot Open
Karan Fall
Koro Koro Pencil Roll

SEs is managed in the JSON. Currently, the SEs registered in
SERVA are 100 samples that were associated with the ono-
matopoeia in previous research . Each of these SEs has one
onomatopoeia that represents the SE and at most two links
that represent the sound sources and/or detailed descriptions
(Table 2).

The visualization methods will be shown for each similar-
ity type; similarity in acoustic features, context, and symbol
of onomatopoeia. Each will be detailed in sections 4.1, 4.2
and 4.3, respectively.

4.1 Acoustic Similarity Among SEs As shown in
Section 3.2, the acoustic features and the onomatopoeia
are compatible. The acoustic features and symbol of ono-
matopoeia are expected to have a certain correlation; these
are essentially different indicators though “acoustic features”
and “symbol of onomatopoeia” have a certain correlation. A
variety of SEs with similarities are presented by dealing with
both features in order to improve the retrieval of SEs.

Humans feel some kind of impression (e.g., powerful,
bright, dry) when listening to an SE. In addition, humans rec-
ognize what creates the sound and where the sound comes
from. The impression and identification aspects, that is, the
tone features ®, might provide us with such abilities. The
impression aspect refers to the characteristics of tone in that
the tone features can be represented by using adjectives. The
impression aspect can be arranged into three or four factors:
“aesthetic,” “metal”, “powerful,” and sometimes, addition-
ally, “softness.” Each factor can be represented by each cor-
responding adjective pair, e.g., “unclouded—turbid,” “sharp—
dull,” and “weakness—strong” that correspond to aesthetic,
metal, and powerful factors, respectively ”. The identifica-
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tion aspect refers to the characteristic where the listener rec-
ognizes what the sound is and how it is created. Human
listens to and recognize sounds because of this aspect. The
SE searcher also uses these two types of aspect, thus the SE
searcher should be assumed as tone. Focusing on the impres-
sion aspect, the following eight kinds of acoustic features re-
lated to impression are extracted from each SE: (1) RMS en-
ergy, (2) Low energy, (3) Tempo, (4) Zero cross, (5) Roll off,
(6) Brightness, (7) Inharmonicity, and (8) Mode. The detail
motivation to use these features, that is, how the features are
related to each factor in the impressive aspect, is shown be-
low.

e Aesthetic factor

“Unclouded—turbid” is a general expression used to
represent the presence or absence of dissonance. There-
fore, we use (7) Inharmonicity and (8) Mode such that
each indicates the Inharmonicity and Mode features as
the acoustic features for the aesthetic factor.

® Metal factor

Low tone affects the impression of soft and hard: the
bigger the amount of low tones the harder the sound is.
As the acoustic features for the metal factor, we use (4)
Zero cross, (5) Roll off, and (6) Brightness which are re-
lated to the pitch, the ratio of low tone, and the ratio of
the treble tone, respectively.

® Powerful factor

Humans have strong feelings from sound when the
volume is large and the rhythm is fast. This paper uses
the features (1) RMS energy and (2) Low energy for vol-
ume and (3) Tempo for rhythm.

We selected the above features referring to the related
work ®. To extract the features, we use the MIRtoolbox' @,
which is a music information-processing tool. Acoustic simi-
larities among SEs are developed based on the results of anal-
ysis in our previous research .

The ranges of the acoustic feature values differ. Thus, the

T http://www. jyu. fi/hum/laitokset/musiikki/en/research/coe/
materials/mirtoolbox Confirmed in January 11,2015
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ith feature value of an SE s is normalized using the following
equation:

_ ﬁ( S) _ f;min
fimax _ fimin ’

where fl.mi“ and f"* each shows the minimum and maximum
values for f; in all SEs, respectively. The normalized ith fea-
ture value, f/(s), is regarded as the ith feature of s. If an SE
does not have periodicity, it is impossible to extract the tempo
feature, i.e., f3; in that case, f5 is set to 0. Then, hierarchical
clustering with Ward method " is conducted for the SEs. The
resulting dendrogram is divided into clusters according to the
rule that “a cluster cannot consist of only a single SE.” The
100 SEs are clustered into nine groups. In this clustering, it
is confirmed that 50% of the SEs in the group have similarity
through the subjective evaluation experiment.

Based on this classification, it is confirmed that SEs be-
longing to the same group are regarded as similar SEs in
acoustic features. The SEs similar to the center SE are linked
with orange nodes.

4.2 Context Similarity Among SEs Context simi-
larity is calculated by using related words of SEs’ titles and
descriptions. The related words are obtained by using the
word2vec’ method. Word2vec is a quantification method that
detects similar words by using the vector of the word ob-
tained by using the word2vec method, with each word be-
ing represented as an (approximately) 200-tuple vector. This
method represents the semantics of the word as a mathemati-
cal model. The method is based on the assumption that words
in the same context have similar semantics.

The semantics of the word can be calculated because of the
vector representation; this characteristic suggests a future ex-
pansion of the proposed system. To represent the sound in a
word, Wake et al. have revealed that the subjective expres-
sions (e.g., “clear sound of glass” and “hard wood sound”)
are used with the sound source and onomatopoeia ®. Subjec-
tive expression is a type of intuitive representation; it might
enable us to ambiguously represent the target SE. The users
would be able to retrieve SEs with a query such as “the sound
like word A minus B” using the calculation of the semantics
of the words using word2vec. Such an improvement would
provide users with a more intuitive interaction in the retrieval
of SEs, which is an ambiguous task. This paper looks ahead
to such future work, and uses word2vec as the context mod-
eling method.

Since the word2vec method requires a learning corpus, two
types of corpus are prepared in this study — Aozora Bunko
and blog entries in the Ameba blog’". The documents as
the learning corpuses are morphologically analyzed and sep-
arated into terms using MeCab ", a Japanese morphologi-
cal analyzer. Each term is converted to the basic form, and
the basic form is used in the learning process. For the re-
lated words for one object in the title of an SE, the word2vec
method obtains five terms from each corpus. A maximum
of 20 related words are given to the SE as related word
tags. The following terms are excluded from the related word
tags: onomatopoeias, synonyms (e.g., “Sound of the bell”

Fll8) = (D

T https://code.google.com/p/word2vec/
¥ Confirmed in December 15, 2015
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to “Bell”), the different representation between Hiragana and
Kanji in Japanese, terms that are equal to the object in the
title, and adjectives.

To represent context similarity, SERVA refers to the related
word tags of the center node. The SEs with an object that
matches the related word tags are regarded as similar SEs
in context; the similar SEs are presented as green nodes and
linked with the center node.

4.3 Similarity Among SEs with Symbol of Ono-
matopoeia The similarity of symbol of onomatopoeia
is visualized by calculating the string distance between ono-
matopoeias.

The string distance is measured based on the Levenshtein
distance “. The Levenshtein distance calculates the edit cost
and the edit cost is the minimum number of steps neces-
sary to convert from a given string to another string by inser-
tion, deletion, and substitution. The Levenshtein distance can
be calculated using the Dynamic Programming method *?,
which is often used to calculate the distance between the
phonemes in speech recognition. In order to calculate the
Levenshtein distance, prior to the calculation, Japanese ono-
matopoeia that is attributed to the SE is converted into Roman
characters.

SERVA calculates the Levenshtein distance between the
center node’s and the other SE’s onomatopoeias. The SEs
that have a Levenshtein distance of two or less to the cen-
ter node are presented as similar SEs in symbol of ono-
matopoeia. The similar SEs are presented as blue nodes and
linked to the center node.

4.4 How to Use SERVA In SERVA, “onomatopoeia”
and/or “sound sources” are available as the search query in-
puts (see Fig.6). A querying box has a function to suggest
queries. Depending on the input, the system suggests ono-
matopoeia and/or sound sources of the SEs in the database.
With the suggestion function, our system provides query can-
didates to the users by taking the following two types of
availability into account: the prior confirmation of SEs in the
database, and the auxiliary input to the query for the beginner
who does not know what query will be appropriate.

The nodes group is generated by clicking the search but-
ton; several SEs, each of which has a similarity to the center
node, are radially presented (see Fig.7). These SEs can be
played when a cursor is placed on the node (i.e., mouse-over
event), and stopped when the cursor leaves the node (i.e.,

* \
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Fig.6. Screen example of inputting query.
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Fig.7. Result screen after the search button.
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Fig.8. Nodes group is updated as clicking a node.

mouse-out event). This playing function provides not only
for smooth operability of the “play” and “stop” functions but
also the chance of accidentally playing of unintended SEs.
We believe that the users should have a chance to listen to
new SEs easily, hence the discovery and learning of the un-
intended SEs is expected. This function amplifies the oppor-
tunity to have secondary experiences; the proposed system is
designed to provide users with serendipity in a sense. When
clicking a node, it moves to the center of the interface and
the clicked node becomes the new center node. Then, new
nodes that relate to the new center node appear and surround
it (see Fig. 8). With this system, the user can explore SEs by
examining similar SEs.

5. Usability Test

User observation was conducted as the usability test of
SERVA. Through the observation of SERVA users, the pro-
cess of how to find SEs was discussed. In this study, inter-
action between a participant and SERVA was observed until
they were satisfied with the searched SE. Five persons were
employed as participants: four participants (two males and
two female) in their twenties and a female in her fifties.

The SEs database in SERVA was not exactly complete.
For example, the database of SERVA did not have the SE
entitled as “Wind chime” in its 100 SE samples. However,
the database had the alternatively usable SE with an ono-
matopoeia “H ) A B 1) A : Tirin Tirin”; this onomatopoeia
is typically used to express the sound of a wind chime in
Japanese.

Three images were prepared as sample images to be used
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with an SE: “A dripping tap,” “Switch,” and “Wind chime.”
The users searched the SEs for the each image using SERVA
where sound source and onomatopoeia were available as the
query inputs. Then, the users searched SEs while speaking
what he/she thought, i.e., think aloud Y. The search process
was recorded from the beginning to the end. After the search,
the users were interviewed as to whether they selectively used
the three aspects.

How did the users search SEs from such an incomplete
database? What queries did the users input to the system?
Which type of similarity did the users focus on? What pro-
cess did the users follow in the search? These are the points
to be discussed in this paper.

5.1 User-SERVA Interactions Approximately 5-10
min were spent by the users to finish the search for SEs. All
users defined the object that should have a SE, and gener-
ated the query. The query generations were summarized into
four patterns: a) the name or sentence concerning the tar-
get (e.g., wind chime), b) onomatopoeia converted from the
sound caused by the object (e.g., 5V A H V) A: Tirin Tirin),
¢) scene where we often hear the sound caused by the object
(e.g., summer), and d) the alternative query such as a syn-
onym (e.g., from “H V) A H Y A: Tirin Tirin” to “1°5 A5
A Karan Karan”). The query was regenerated only in the
case that the target SE was not found by the initial query, that
is, d) above.

All users searched for SEs following the same process af-
ter inputting the initial query by: 1) listening to all of the pre-
sented SEs, 2) narrowing those down to some candidates, and
3) selecting the SE for the image while listening and compar-
ing the candidates. The process was repeated until the users
determined the SE. In process step 1), the users were inter-
ested in several SEs and listened to them even though the
resulting SEs are different from the target SE. In process step
2), the difference between one SE and an SE of the same ti-
tle were confirmed by listening and comparing the SEs many
times. The users compared a given SE with other SEs that
had the same title many times, and they clarified the differ-
ences. The listened to SEs were correlated with his/her ex-
periences, as they stated, “This sound is similar to another
sound I checked.” The users often listened to other candi-
dates in the cycle of comparison, and the exploratory search
was repeated after the target SE was found. It was confirmed
that the three types of similarities were all used in the search
process.

One user had learned the SEs throughout the search pro-
cess. The user searched SEs while recalling the already
learned SE in the next search: “I heard this sound a little
while ago.” It was confirmed that 67% of SEs finally given
to the images had a different title from the initial query. One
user quit the search when he could not find SEs that had his
intended sound source in the title even though he was not
satisfied with the SE. The user selected the SE that had the
intended onomatopoeia without any searching at all.

In the interview, four out of five users answered, “I did not
mind the selective usage of various aspects with the system.”
The user who selectively used the different types of similar-
ity answered, “To expand my own idea for the SE, I focused
on “acoustic features,” and I used “context” and “symbol of
onomatopoeia” when I clearly figured out the target SE.”
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5.2 Discussions for User Behaviors Exploratory
search of SEs was conducted using SERVA. The users un-
derstood what kinds of SE were stored in the database while
repeating the search process. Then, they listened to all of the
presented SEs and focused on some of the candidates. This
process can be regarded as a typical information retrieval
behavior of exploratory search™: “Exploratory Browsing
(Search to expand the search space)” and “Focused Search-
ing (Search to narrow the search space).” It was suggested
that SERVA provided users with the environment based on
the Exploratory search model.

SERVA might change a user’s initial ideas for SEs. The ini-
tial query was mostly different from the finally selected SE’s
title. It was suggested that the initial request was changed
or clarified through the search process. Some of the users
searched SEs while learning what and how SEs were. To
present similar and variety of SEs should contribute to the
subsequent searches. The users continued the exploration
after the target SE was found. From their behaviors, it can
be considered that the users verified whether the selected SE
was the optimal SE or not. From this fact, it suggests that
the satisfaction with their own selection was necessary and
important in completing the SE search.

5.3 Discussions for System Equipments  Exploratory
search of SEs selects and listens to various SEs, and repeats
the process of acceptance and rejection. However, the current
version of SERVA does not display the nodes group of the
previous stage after a new nodes group is formed. To listen
to the SEs presented in the previous stage, the users needed
to search the SEs again. It seems that the determination of
the target SE would be facilitated by looking back to a previ-
ous search. The development of a search history or a list that
holds the SE candidates would be a future work.

SERVA presents words related with the sound source and
description, and the onomatopoeia. Based on this informa-
tion, the users have a sense whether the target SEs are in the
database or not. Although this information might be useful
to easily conduct exploratory searches for SEs, one user quit
the search without exploring SEs by looking at this informa-
tion only. It seems that this information would be of less use
than interrupting the search process; a given concept might
be given to the SEs.

In the current SERVA system, the users have to explore a
group of nodes in order to listen to the SE candidates. The
comparison of the SEs in the search process might be con-
ducted for only a certain nodes group. That is, the SEs might
be searched from only the nodes group where similar titles
were given to the SEs. By only visually selecting SEs, the
number of searches can be reduced. In the future, we will
consider the appropriate information required to better facil-
itate the exploratory search.

6. Related Work

The related work of this study is marshaled from each as-
pect below. This study is closely related to the following
three types of researches discussed below: SE search sys-
tem, music exploratory search service, and visualization of
onomatopoeia.

6.1 SE Search System  Wake ez al. have proposed an
SE search system where the queries were (a) onomatopoeia,
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(b) sound source, and (c) subjective representation®. The
queries are based on three representation methods to repre-
sent the SEs, which is presented in the same paper. The three
representation methods are (1) description of the waveform
information, (2) the source of the sound, and (3) subjective
description. The system proposed by Wake et al accepts at
least one type of query to search SEs, and then the search
score is calculated. The search score is the degree of sim-
ilarity between an input query and SE information in the
database.

In their system, similar SEs to the input query are also pre-
sented based on the degree of similarity; the search result is
just shown in high-search-score order via a list. The system
does not cover the exploratory search function.

6.2 Music Exploratory Search Service Hamasaki
et al. have proposed a music exploratory search service ‘®.
With the service, users can discover a new song while grasp-
ing the relationship between the song and others. A song is
connected to the other song by an arrow tag that shows the re-
lationship of the songs. The arrow tag can be freely given to
the songs by general users of the service. Five types of avail-
ability are denoted by the arrow tag: (1) understanding the
positioning of the content before viewing, (2) discovering the
relationship between the contents, (3) attention to the content
groups that have a similar relationship, (4) culling the arrow
tag that has less support, and (5) inspiring the creativity for
new contents based on the relationship. The user discovers a
new song by tracing the nodes connected by the arrow tags.

If a song is within the scope of the preference, most songs
can be accepted in music retrieval. Thus, a lot of informa-
tion would be effective in satisfying the user intent to get a
list of songs. On the other hand, only one sample directing
a scene should be selected in an SE search. In an SE search,
a diverse and large amount of information about SEs is not
necessarily effective. As mentioned in section 2, a concrete
concept given to SEs might interrupt the search process. We
consider the flexibility to freely interpret the sound should be
a requirement in the SE search results.

6.3 Visualization by Onomatopoeia Tomoto et al.
have proposed a search system visualizing similarity of
deserts using onomatopoeia “”. The system displays the ono-
matopoeia related to the texture of the dessert and dessert
of the corresponding image. The users can grasp the simi-
larities between desserts from a map showing the positional
relationship. Onomatopoeia is a word that specifically shows
the impression of the object.

In this study, not only onomatopoeia but also acoustic fea-
tures and context are used to represent the relationships be-
tween SEs. The similarities based on various aspects should
allow users to clearly and visually search for SEs.

7. Conclusions

This paper proposed a sound-effect exploratory retrieval
system — SERVA. SERVA visualizes the relationships
among SEs in terms of three types of similarity: “acoustic
features,” “context,” and “symbol of onomatopoeia.” Visual-
izing SEs allows the user to frequently conduct exploratory
search. Through user observations, it was confirmed that the
proposed system enabled the users to learn and expand upon
the ideas for the SE in the search process. The experiences
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in the previous search were effectively referred in the subse-
quent search. It was suggested that the more the user searches
for SEs with the proposed system the better their skills for
searching SEs would become. From the discussions of the
usability test, we believe that the proposed system not only
provides an intuitive SE search environment but also educates
users on how to efficiently search for SEs.

In the usability test, one user stopped searching SEs with-
out the exploration if SEs that have a title certainly matched
with the query were not found. The kind and amount of in-
formation used for the search process will be reviewed in our
future work. We will develop a more effective SE retrieval
system to promote more intuitive and efficient searches.
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